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DIXMIER GROUPS AND BOREL SUBGROUPS

YURI BEREST, ALIMJON ESHMATOV, AND FARKHOD ESHMATOV

1. Introduction and statement of results

It is well known that many interesting algebraic groups, including classical
infinite families of simple groups, arise as the automorphism groups of finite-
dimensional simple algebras (see, e.g., [GP], [KMRT] and references therein). In
this paper, we will examine an infinite-dimensional example of this phenomenon.
We will study a family of ind-algebraic groups associated with algebras Morita
equivalent to the Weyl algebra A1(C). Recall that A1(C) is a simple associative
C-algebra isomorphic to the ring of differential operators on the affine line C1. The
algebras Morita equivalent to A1 can be divided into two separate classes: the ma-
trix algebras over A1 and the rings D(X) of differential operators on the rational

singular curves X with normalization X̃ ∼= C1 (see [SS]). The matrix algebras
Mk(A1) are classified, up to isomorphism, by their index (the dimension of ma-
trices). A remarkable and much less obvious fact1 is that the rings D(X) are also
classified, up to isomorphism, by a single non-negative integer, which is called the
differential genus of X (see [BW2]). In the present paper, we will focus on the
automorphism groups of D(X): for each n ≥ 0, we choose a curve Xn of differ-
ential genus n, with X0 = C1, and write Gn for the corresponding automorphism
group AutC D(Xn). The group G0 is thus the automorphism group of A1 originally
studied by J. Dixmier [D]. We therefore call {Gn} the Dixmier groups. A theorem
of Makar-Limanov [ML2] asserts that G0 is isomorphic to the group G of symplec-
tic (unimodular) automorphisms of the free associative algebra R = C〈x, y〉, the
isomorphism G

∼
→ G0 being induced by the natural projection R ։ A1. We will

use this isomorphism to identify G0 with G; the groups Gn for n ≥ 1 can then
be naturally identified with subgroups of G. To explain this in more detail we
introduce our main characters: the Calogero-Moser varieties

Cn := {(X,Y ) ∈Mn(C)×Mn(C) : rk([X,Y ] + In) = 1}//PGLn(C) .

Named after a class of integrable systems in classical mechanics (see [KKS]) these
algebraic varieties play an important role in several areas, especially in geometry
and representation theory (see, e.g., [N], [EG], [E], [Go] and references therein).
They were studied in detail in [W], where it was shown (among other things) that
the Cn are smooth affine irreducible complex symplectic varieties of dimension 2n.
Furthermore, in [BW], it was shown that each Cn carries a transitive G-action, which
is obtained, roughly speaking, by thinking of Cn as a subvariety of n-dimensional
representations of R (see Section 2 for a precise definition). It turns out that Gn

is isomorphic to the stabilizer of a point for this transitive action: thus, fixing a

1This fact was first established in [K] following an earlier work of G. Letzter and L. Makar-
Limanov (see [LM, Le]). It was rediscovered independently by G. Wilson and the first author in
[BW1]. A conceptual proof and explanations can be found in the survey paper [BW2].

1

http://arxiv.org/abs/1401.7356v1


2 YURI BEREST, ALIMJON ESHMATOV, AND FARKHOD ESHMATOV

basepoint in Cn, we can identify Gn with a specific subgroup of G. Our general
strategy will be to study Gn in geometric terms, using the action of G on Cn.

Main results. Recall that one of the main theorems of [BW] asserts that the
action of G on the varieties Cn is transitive for all n. We extend this result in two
ways.

Theorem 1. For each n ≥ 1 , the action of G on Cn is doubly transitive.

Theorem 2. For any pairwise distinct natural numbers (n1, n2, . . . , nm) ∈ Nm, the
diagonal action of G on Cn1

× Cn2
× . . .× Cnm

is transitive.

The double transitivity means that G acts transitively on the configuration space

C
[2]
n of (ordered) pairs of points in Cn; in other words, the diagonal action of G on
Cn × Cn has exactly two orbits: the diagonal ∆ = {(p, p) ∈ Cn × Cn} and its

complement C
[2]
n = (Cn × Cn)\∆ . One important consequence of this is that the

stabilizer of each point in Cn (in particular, Gn) is a maximal subgroup of G.
Theorem 1 thus strengthens the main results of [W2] and [KT], where it is shown
that Gn coincides with its normalizer in G. A notable consequence of Theorem 2
is that the restriction of the action of G to Gn is transitive on Ck provided k 6= n.

We actually expect that Theorem 1 and Theorem 2 are part of the much stronger

Conjecture. For any pairwise distinct natural numbers (n1, n2, . . . , nm) ∈ Nm and
for any (k1, k2, . . . , km) ∈ Nm, the group G acts transitively on

C[k1]
n1
× C[k2]

n2
× . . .× C[km]

nm
.

Here C
[k]
n stands for the configuration space of ordered k points in Cn. The above

conjecture implies, in particular, that G acts infinitely transitively on each Cn, which
is a well-known fact for n = 1. To put this in proper perspective we recall that the
varieties Cn are examples of quiver varieties in the sense of Nakajima [N1]. Using
the formalism of noncommutative symplectic geometry, V. Ginzburg [G] showed
that the main theorem of [BW] holds for an arbitrary affine quiver variety Cn(Q)
in a weaker form: there is an infinite-dimensional Lie algebra2 L(Q) (canonically
attached to the quiver Q) which acts infinitesimally transitively on Cn(Q); in fact,
each Cn(Q) embeds in the dual of L(Q) as a coadjoint orbit. The results of the
present paper suggest that Ginzburg’s theorem may admit a natural extension to

higher configuration spaces C
[k]
n (Q) and their products. For the further discussion

of the above conjecture and its implications we refer to Section 3.6 and Section 5.4.

In the second part of the paper we will study {Gn} as ind-algebraic groups. Re-
call that the notion of an ind-algebraic group goes back to I. Shafarevich who called
such objects simply infinite-dimensional groups (see [Sh1, Sh2]). The fundamental
example is the group Aut(Cd) of polynomial automorphisms of the affine d-space.
This group (sometimes called the affine Cremona group) has been extensively stud-
ied, especially for d = 2 (see, e.g., [J, vdK, Da, GD, Wr, K1, K2, FuL, FuM]). It
is known [Cz, ML1] that as a discrete group, Aut(C2) is actually isomorphic to
the automorphism group of the free algebra C〈x, y〉 and hence contains each Gn

2In the Calogero-Moser case, the Lie algebra L(Q) is isomorphic to a central extension of
the Lie algebra Derw(R) of symplectic derivations of R. In Section 5.4, following the original
suggestion of [BW], we will show that Derw(R) can be identified with the Lie algebra of the group
G equipped with an appropriate affine ind-scheme structure.
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as a discrete subgroup. However, the ind-algebraic structure that we put on Gn is
different (i.e., not induced) from Aut(C2). This ind-algebraic structure was orig-
inally proposed by G. Wilson and the first author in [BW], but the details were
not worked out in that paper. It is interesting to note that the ind-algebraic group
G can be defined in a simpler and somewhat more natural way than Aut(C2) and
Aut(A1). The reason for this is the remarkable fact [Di] that (the analogue of) the
Jacobian Conjecture is known to be true for C〈x, y〉, while it is still open for the
polynomial ring C[x, y] and the Weyl algebra A1(C).

Solvable subgroups play a key role in the theory of classical linear algebraic
groups (see [Bo1]) as well as Kac-Moody groups [Ku]. It is therefore natural to
expect that they should also play a role in the theory of ind-algebraic groups. In
this paper, we will study the Borel subgroups of Gn: our main result is a complete
classification of such subgroups for all n. To begin with, we recall that a Borel
subgroup of a topological group is a connected solvable subgroup that is maximal
among all connected solvable subgroups. The group G has an obvious candidate:
the subgroup B of triangular3 transformations: (x, y) 7→ (ax + q(y), a−1y + b) ,
where q(y) ∈ C[y], a ∈ C∗ and b ∈ C. It is not difficult to prove that B is indeed
a Borel subgroup of G; moreover, as in the finite-dimensional case, we have the
following theorem.

Theorem 3. Any Borel subgroup of G is conjugate to B.

For n > 0, the situation is more interesting. Let Bn denote the set of all Borel
subgroups of Gn on which Gn acts by conjugation. We will show that every Borel
subgroup of Gn is conjugate in G to a subgroup of B : this defines a Gn-equivariant
map ι : Bn → B\G, where Gn acts on B\G by right multiplication. It turns out
that, at the quotient level, the map ι induces a canonical injection

(1) Bn/AdGn →֒ Cn/B .

Thus, the Borel subgroups of Gn are classified (up to conjugation) by orbits in Cn
of the Borel subgroup of G. In general (more precisely, for n ≥ 2), the map (1) is
not surjective — not every B-orbit in Cn corresponds to a Borel subgroup of Gn —
however, the image of (1) has a nice geometric description in terms of the C∗-action
on Cn. To be precise, let T := {(ax, a−1y) : a ∈ C∗} ⊂ B denote the group of
scaling automorphisms, which is a maximal torus in G. We will prove

Theorem 4. A B-orbit O in Cn corresponds to a conjugacy class of Borel subgroups
in Gn if and only if one of the following conditions holds:

(A) T acts freely on O .
(B) T has a fixed point in O .

The orbits of type (A) correspond precisely to the abelian Borel subgroups of Gn,
while the orbits of type (B) correspond to the non-abelian ones.

Each of the two possibilities of Theorem 4 actually occurs: the orbits of type
(A) exist in Cn for n ≥ 3, while the orbits of type (B) exist for all n. Thus, in gen-
eral, Gn has both abelian and non-abelian Borel subgroups. While the existence
of abelian Borel subgroups remains mysterious to us, we have a fairly good under-
standing of the non-abelian ones. It is known (see [W]) that the T -fixed points in
Cn are represented by nilpotent matrices (X,Y ) and the latter are classified by the

3also known as de Jonquières transformations in the commutative case
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partitions of n. We will show that the T -fixed points actually belong to distinct
B-orbits, which are closed in Cn. Thus Theorem 4 implies

Theorem 5. The conjugacy classes of non-abelian Borel subgroups of Gn are in
bijection with the partitions of n. In particular, for each n ≥ 0, there are exactly
p(n) conjugacy classes of non-abelian Borel subgroups in Gn.

The last result that we want to state in the Introduction provides an abstract
group-theoretic characterization of non-abelian Borel subgroups of Gn.

Theorem 6. An non-abelian subgroup H of Gn is Borel if and only if

(B1) H is a maximal solvable subgroup of G.
(B2) H contains no proper subgroups of finite index.

Theorem 6 is an infinite-dimensional generalization of a classical theorem of
R. Steinberg [St] that characterizes (precisely by properties (B1) and (B2)) the
Borel subgroups in reductive affine algebraic groups. However, unlike in the finite-
dimensional case, Steinberg’s characterization does not seem to extend to all Borel
subgroups of Gn (in fact, even for n = 0, there exist abelian subgroups that satisfy
(B1) and (B2) but are countable and hence totally disconnected in G).

Theorem 5 and Theorem 6 combined together imply the following important

Corollary 1. The groups Gn are pairwise non-isomorphic (as abstract groups).

In fact, the groups Gn are distinguished from each other by the sets of conjugacy
classes of their non-abelian Borel subgroups: by Theorem 5, these sets are finite
and distinct, while by Theorem 6, they are independent of the algebraic structure.

Although the Borel subgroups ofGn have geometric origin and their classification
is given in geometric terms, our proofs of Theorem 4 and Theorem 6 are not entirely
geometric nor algebraic. The crucial ingredient is Friedland-Milnor’s classificaition
of polynomial automorphisms of C2 according to their dynamical properties (see
[FM]). This classification was refined by Lamy [L] who extended it to a classification
of subgroups of Aut(C2). We will identify G as a discrete group with Aut(C2) and
use Lamy’s classification as a main tool to study the subgroups of G.

In the end, we mention that the original goal of the present paper was to prove
the result of Corollary 1. Our interest in this result is motivated by the following
generalization of the Dixmier Conjecture (for A1) proposed in [BEE].

Conjecture. For all n,m ≥ 0 ,

(2) Hom(Dn, Dm) =

{

∅ if n 6= m

Gn if n = m

where ‘Hom’ is taken in the category of unital associative C-algebras.

Corollary 1 implies that the endomorphism monoids Hom(Dn, Dn) are pairwise
non-isomorphic for different n. Still, we do not know whether the above conjecture
is actually stronger than the original Dixmier Conjecture which is formally the
special case of (2) corresponding to n = m = 0.

The paper is organized as follows. In Section 2, we introduce notation, review
basic facts about the Calogero-Moser spaces, the Weyl algebra and automorphism
groups. This section contains no new results (except, possibly, for the proof of
Theorem 10, which has not appeared in the literature).
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In Section 3, after recalling elementary facts about doubly transitive actions, we
prove Theorem 1 (Section 3.3) and Theorem 2 (Section 3.4). The main consequences
of these theorems are discussed in Section 3.5 and related conjectures in Section 3.6.

In Section 4, we describe the structure of Gn as a discrete group, using the
Bass-Serre theory of groups acting on graphs. The main result of this section (The-
orem 12) gives an explicit presentation of Gn in terms of generalized amalgamated
products. This result can be viewed as a generalization of the classical theorem of
Jung and van der Kulk on the amalgamated structure of G.

In Section 5, we study Gn as ind-algebraic groups. After a brief review of ind-
varieties and ind-groups in Section 5.1, we define the structure of an ind-group on
G in Section 5.2 and on Gn (for n ≥ 1) in Section 5.3. We show that G is connected
(Theorem 13) and acts algebraically on Cn (Theorem 15). The connectedness of
Gn for n > 0 is a more subtle issue: we prove that Gn is connected for n = 1
and n = 2 (Proposition 7) but leave it as a conjecture in general. In Section 5.4,
we define another natural ind-algebraic structure on G that makes it an affine ind-
group scheme G. We show that G 6∼= G as ind-schemes (Proposition 8) and identify
the Lie algebra of G in terms of derivations of R, confirming a suggestion of [BW].

The main results of the paper are proved in Section 6. Specifically, Theorem 3
and Theorem 6 (for n = 0) are proved in Section 6.3, where we study the Borel
subgroups of G. Theorem 4 is proved in Section 6.4, while Theorems 5 and 6 (for
n ≥ 1) in Section 6.5. Finally, in Section 6.6, we give a geometric construction of
Borel subgroups in terms of singular curves and Wilson’s adelic Grassmannian (see
Proposition 13 and Corollary 11). We also give a complete list of representatives
of the conjugacy classes of non-abelian Borel subgroups of Gn for n = 1, 2, 3, 4 .

Acknowledgments. We thank P. Etingof and G. Wilson for interesting suggestions, questions
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sur-Yvette) and the Mathematics Department of Indiana University (Bloomington). This work

was partially supported by NSF grant DMS 09-01570.

2. Preliminaries

In this section, we fix notation and review basic facts from the literature needed
for the present paper.

2.1. The Calogero-Moser spaces. For an integer n ≥ 1, letMn(C) denote the

space of complex n× n matrices. Let C̃n ⊆Mn(C) ×Mn(C) be the subvariety of
pairs of matrices (X,Y ) satisfying the equation

(3) rank ([X, Y ] + In) = 1 ,

where In is the identity matrix inMn(C). It is easy to see that C̃n is stable under
the diagonal action of GLn(C) on Mn(C) ×Mn(C) by conjugation of matrices,

and the induced action of PGLn(C) on C̃n is free. Following [W], we define the n-th

Calogero-Moser space to be the quotient variety Cn := C̃n/PGLn(C) . It is shown
in [W] that Cn is a smooth irreducible affine variety of dimension 2n.
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It is convenient to make sense of Cn for n = 0 : as in [W], we simply assume
that C0 is a point, and with this convention, we set

C :=
⊔

n≥0

Cn .

Abusing notation, we will write (X, Y ) for a pair of matrices in C̃n as well as for
the corresponding point (conjugacy class) in Cn.

The Calogero-Moser spaces can be obtained by (complex) Hamiltonian reduction
(cf. [KKS]): specifically,

(4) Cn ∼= µ−1(In)/GLn(C) ,

where µ : T ∗(gln × Cn) → gln , (X,Y, v, w) 7→ −[X,Y ] + vw is the moment map
corresponding to the symplectic action of GLn on the cotangent bundle T ∗(gln ×
Cn) . With natural identification T ∗(gln ×Cn) ∼=Mn(C)×Mn(C)×Cn × (Cn)∗,
this action is given by

(5) (X,Y, v, w) 7→ (gXg−1, gY g−1, gv, wg−1) , g ∈ GLn(C) .

It is easy to see that the orbit of (X, Y, v, w) ∈ µ−1(In) under (5) is uniquely

determined by the conjugacy class of (X, Y ) ∈ C̃n; whence the isomorphism (4).
The above construction shows that the Calogero-Moser spaces carry a natural

symplectic structure. In fact, it is known that each Cn is a hyperkähler manifold,
and the symplectic structure on Cn is just part of a hyperkähler structure (see [N,
Sect. 3.2] and [W]). In this paper, we will not use the hyperkähler structure and
will regard Cn simply as a complex variety.

2.2. The group G and its action on Cn. Let R = C〈x, y〉 be the free associative
algebra on two generators x and y. Denote by Aut(R) the automorphism group of
R. Every σ ∈ Aut(R) is determined by its action on x and y : we will write σ as
(σ(x), σ(y)) , where σ(x) and σ(y) are noncommutative polynomials in R given by
the images of x and y under σ. A fundamental theorem of Czerniakiewics [Cz] and
Makar-Limanov [ML1] states that Aut(R) is generated by the affine automorphisms:

(ax+ by + e, cx+ dy + f) , a, b, . . . , f ∈ C ,

and the triangular (Jonquière) automorphisms:

(ax+ q(y), by + h) , a, b ∈ C∗, h ∈ C , q(y) ∈ C[y] .

This fact is often stated by saying that every automorphism of R is tame.
In this paper, we will study a certain family {G0, G1, G2, . . .} of subgroups of

Aut(R) associated with Calogero-Moser spaces. The first member in this family,
which we will often denote simply by G, is the group of symplectic automorphisms
of R :

(6) G = G0 := {σ ∈ Aut(R) : σ([x, y]) = [x, y]} .

The structure of this group is described by the following theorem which is a simple
consequence of the Czerniakiewics-Makar-Limanov Theorem.

Theorem 7 ([Cz], [ML1]). The group G is the amalgamated free product

(7) G = A ∗U B ,

where A is the subgroup of symplectic affine transformations:

(8) (ax+ by + e, cx+ dy + f) , a, b, . . . , f ∈ C , ad− bc = 1 ,
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B is the subgroup of symplectic triangular transformations:

(9) (ax+ q(y), a−1y + h) , a ∈ C∗, h ∈ C , q(y) ∈ C[y] ,

and U is the intersection of A and B in G:

(10) (ax+ by + e, a−1y + h) , a ∈ C∗, b, e, h ∈ C .

Theorem 7 can be deduced from the well-known result of Jung [J] and van der
Kulk [vdK] on the structure of the automorphism group of the polynomial algebra
C[x, y] in two variables. The key observation of [Cz] and [ML1] was the following

Proposition 1. The natural projection R ։ C[x, y] induces an isomorphism

of groups Aut(R)
∼
→ AutC[x, y]. Under this isomorphism, G corresponds to the

subgroup Autω C[x, y] of Poisson automorphisms (i.e. those with Jacobian 1).

Remark. Proposition 1 implies that the natural action of G on C2 is faithful; this
allows one to identify G with a subgroup of Aut(C2) and view the elements of G as
polynomial automorphisms of C2; we will use this identification in Section 6. For a
detailed proof of the Jung-van der Kulk Theorem as well as Proposition 1 we refer
to [Co] (see, loc. cit., Theorem 6.8.6 and Theorem 6.9.3, respectively). A direct
proof of Theorem 7 can be found in [Co1].

Theorem 7 implies that G is generated by the automorphisms

(11) Φp := (x, y + p(x)) , Ψq := (x+ q(y), y) ,

where p(x) ∈ C[x] and q(y) ∈ C[y] . We denote the corresponding subgroups of G
by Gx := 〈Φp : p ∈ C[x]〉 and Gy := 〈Ψq : q ∈ C[y]〉 . These are precisely the
stabilizers of x and y under the natural action of G on R.

Next, following [BW], we define an action of G on the Calogero-Moser spaces
Cn. First, thinking of pairs of matrices (X, Y ) as points dual to the coordinate
functions (x, y) ∈ R, we let G act onMn(C)×Mn(C) by

(12) (X, Y ) 7→ (σ−1(X), σ−1(Y )) , σ ∈ G .

SinceG preserves commutators, this action restricts to the subvariety C̃n ofMn(C)×
Mn(C) defined by (3) and commutes with the conjugation-action by PGLn(C).
Hence (12) defines an action of G on Cn. Note that, for n = 1, the action of G on
C1 = C2 agrees with the natural one coming from Proposition 1.

Knowing the structure of the group G (more precisely, the fact that G is gen-
erated by the triangular automorphisms (11)), it is easy to see that G acts on Cn
symplectically and algebraically. Much less obvious is the following fact.

Theorem 8 ([BW]). For each n ≥ 0, the action of G on Cn is transitive.

Theorem 8 plays a crucial role in the present paper. First, we use this theorem
to define the groups Gn for n ≥ 1: we let Gn be the stabilizer of a point in Cn under
the action of G. By transitivity, this determines Gn uniquely up to conjugation in
G. To do computations it will be convenient for us to choose specific representatives
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in each conjugacy class [Gn]; to this end we fix a basepoint (X0, Y0) ∈ Cn with

(13) X0 =



















0 0 0 . . . 0

1 0 0 . . . 0

0 1 0
. . .

...
...

...
. . .

. . . 0
0 0 . . . 1 0



















, Y0 =



















0 1− n 0 . . . 0

0 0 2− n . . . 0

0 0 0
. . .

...
...

...
. . .

. . . −1
0 0 . . . 0 0



















,

and set

(14) Gn := StabG(X0, Y0) , n ≥ 1 .

2.3. The Calogero-Moser correspondence. Next, we recall the connection be-
tween the Calogero-Moser spaces and the Weyl algebra A1(C) := R/〈xy− yx− 1〉
described in [BW]. In his 1968 paper [D], Dixmier proved that the automorphism
group of A1 is generated by the same transformations (11) as the group G. This
result was refined by Makar-Limanov [ML2] who showed that the analogue of Propo-
sition 1 also holds for A1(C): namely, the natural projection R ։ A1 induces an
isomorphism of groups

(15) G
∼
→ Aut(A1) .

Identifying G = Aut(A1) via (15), we will look at the action of G on the space of
ideals of A1. To be precise, let R = R(A1) denote the set of isomorphism classes of
nonzero right ideals of A1. The automorphism group of A1 acts naturally on the set
of all right ideals (one simply treats an ideal as a subspace of A1), and this action
is compatible with isomorphism. Thus, we get an action: G×R → R , (σ, [M ]) 7→
[σ(M)] . The following result is another main ingredient of the present paper.

Theorem 9 ([BW]). There is a bijective map ω : C → R which is equivariant
under the action of G.

Note that in combination with Theorem 9, Theorem 8 shows that ω(Cn) are
precisely the orbits of G in R. The map ω can be described explicitly as follows (cf.
[BC]). Recall that a point of Cn is represented by a pair of matrices (X,Y ) satisfying
the equation (3). Factoring [X, Y ] + In = vw with v ∈ Cn and w ∈ (Cn)∗, we
define the (fractional) right ideal

(16) M(X,Y ) = det(X − x In)A1 + χ(X,Y ) · det(Y − y In)A1 .

where χ(X,Y ) := 1 + w (X − x In)
−1(Y − y In)

−1v is an element of the quotient
field of A1. Now, the assignment (X,Y ) 7→ M(X,Y ) induces a map from Cn to
the set of isomorphism classes of ideals of A1; amalgamating such maps for all n
yields the required bijection ω : C

∼
→R . Substituting the matrices (13) in (16), we

find that the basepoint (X0, Y0) ∈ Cn corresponds to (the class of) the ideal

(17) M(X0, Y0) = xnA1 + (y + nx−1)A1 .

We will denote the ideal (17) by Mn and write Dn := EndA1
(Mn) for its endomor-

phism ring. Note that D0 = A1.
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2.4. Automorphism groups. Theorem 9 allows one to translate algebraic ques-
tions about A1 and its module category to geometric questions about the Calogero-
Moser spaces and the action of G on these spaces. One important application of this
theorem is a classification of algebras (domains) Morita equivalent to A1. Briefly,
by Morita theory, every such algebra can be identified with the endomorphism ring
of a right ideal in A1; by a theorem of Stafford (see [S]), two such endomorphism
rings are isomorphic (as algebras) iff the classes of the corresponding ideals lie in
the same orbit of Aut(A1) in R. Now, using Theorem 9, we can identify the orbits
of Aut(A1) in R with the Calogero-Moser spaces Cn. Thus, the domains Morita
equivalent to A1 are classified (up to isomorphism) by the single integer n ≥ 0 :
every such domain is isomorphic to the algebra Dn, and moreover Dn 6∼= Dm for
n 6= m. This classification was originally established in [K] by a direct calculation;
it has several interpretations and many interesting implications which the reader
may find in [BW2]. We conclude this section by recording a proof of the following
fact which is mentioned in passing in [BW2].

Theorem 10. Let [M ] ∈ R be the ideal class corresponding to a point (X,Y ) ∈ Cn
under the Calogero-Moser map ω. Then, there is a natural isomorphism of groups

StabG(X,Y )
∼
→ Aut[EndA1

(M)] .

In particular, for all n ≥ 0 ,

(18) Gn = Aut(Dn) .

Proof. First, we note that Aut[EndA1
(M)] can be naturally identified with a sub-

group of Aut(A1). To be precise, let Pic(A) denote the Picard group of a C-algebra
A. Recall that Pic(A) is the group of C-linear Morita equivalences of the category
of A-modules; its elements are represented by the isomorphism classes of invertible
A-bimodules P . There is a natural group homomorphism αA : Aut(A)→ Pic(A) ,
taking τ ∈ Aut(A) to the class of the bimodule [1Aτ ], and if D is a ring Morita
equivalent to A, with a progenerator M , then there is a group isomorphism βM :
Pic(D)

∼
→ Pic(A) given by [P ] 7→ [M∗ ⊗D P ⊗D M ] . Now, for A := A1 and

D := EndA(M), we have the following diagram

(19)

Aut(D)
αD
✲ Pic(D)

Aut(A)

iM
❄

........
αA
✲ Pic(A)

βM
❄

where βM is an isomorphism and the two horizontal maps are injective. A theorem
of Stafford (see [S], Theorem 4.7) implies that αA is actually an isomorphism.
Inverting this isomorphism, we define the embedding iM : Aut(D) →֒ Aut(A) ,
which makes (19) a commutative diagram.

Now, writing H := StabG(X,Y ), we have group homomorphisms

H →֒ G
∼
→ Aut(A)

iM
←֓ Aut(D) ,

where the first map is the canonical inclusion and the second is the Makar-Limanov
isomorphism (15). We claim that the image of H in Aut(A) coincides with the

image of iM ; this gives the required isomorphism H
∼
→ Aut(D) . In view of Theo-

rem 9, it suffices to show that

Im(iM ) = { τ ∈ Aut(A) : τ(M) ∼= M } .
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First, we prove the inclusion Im(iM ) ⊆ {τ ∈ Aut(A) : τ(M) ∼= M } . Given
σ ∈ Aut(D) , iM (σ) is defined to be the (unique) automorphism τ ∈ Aut(A) such
that

(20) 1Aτ
∼= M∗ ⊗D (1Dσ)⊗D M (as A-bimodules)

The right-hand side of (20) can be identified with the subspace M∗σ(M) ⊆ Q in
the quotient field of A, and we denote by f the corresponding isomorphism

1Aτ
∼
→M∗ ⊗D (1Dσ)⊗D M

∼
→M∗σ(M) .

Then, for any a ∈ M ⊆ A, we have f(a) = f(a.1) = a f(1) . On the other hand,
f(a) = f(1.a) = f(1)σ(τ−1(a)). Thus, writing b = f(1), we see that

τ(M) = bσ(M)b−1 = bMM∗σ(M)b−1 = bM .

Conversely, suppose that τ(M) = bM for some b ∈M∗. Then τ(D) = τ(MM∗) =
bMM∗b−1 = bDb−1 in Q. If we let σ := Adb◦τ ∈ Aut(D), where Adb : a 7→ b−1ab ,
then it is easy to see that τ = iM (σ) . �

Remark. The above proof shows that for n = 0 the isomorphism (18) specializes
to (15). Theorem 10 can thus be viewed as an extension of the Dixmier-Makar-
Limanov theorem about Aut(A1) to algebras Morita equivalent to A1.

3. Double Transitivity

We begin by recalling basic properties of doubly transitive group actions.

3.1. Doubly transitive group actions. Let X be a set of cardinality |X | ≥ 2 .
An action of a group G on X is called doubly transitive if for any two pairs (x1, x2)
and (y1, y2) of distinct elements in X , there is a g ∈ G such that g x1 = y1 and
g x2 = y2. In other words, G acts doubly transitively on X if the diagonal action
of G on X ×X is transitive outside the diagonal ∆ ⊂ X ×X .

Note that a doubly transitive group action is automatically transitive, but the
converse is obviously not true. The next lemma provides some useful characteriza-
tions of doubly transitive actions.

Lemma 1. Let G be a group acting on a set X with |X | ≥ 3. Then the following
are equivalent.

(1) The action of G on X is doubly transitive.
(2) For each x ∈ X, the stabilizer StabG(x) acts transitively on X \ {x}.
(3) G acts transitively on X, and there exists x0 ∈ X such that StabG(x0) acts

transitively on X \ {x0}.
(4) G acts transitively on X, and G = H ∪ gHg−1 , where H is the stabilizer

of a point in X and g ∈ G \H.

Proof. We will prove only that (1) ⇔ (2) and leave the rest as a (trivial) exercise
to the reader. Fix x ∈ X and choose any y, z ∈ X such that x, y, z are pairwise
distinct. (This is possible since |X | ≥ 3.) Then, a doubly transitive action admits
g ∈ G moving y 7→ z while fixing x. This proves (1) ⇒ (2). Conversely, assume
that (2) holds. Consider two pairs (x1, x2) and (y1, y2) in X ×X with x1 6= x2 and
y1 6= y2. If x1 6= y2, then we can use elements of StabG(x1) and StabG(y2) moving
(x1, x2) 7→ (x1, y2) 7→ (y1, y2) . If x1 = y2, then we choose z 6= x1, y1 in X (again,
such a z exists since |X | ≥ 3) and use the elements of StabG(x1), StabG(z) and
StabG(y1) to move (x1, x2) 7→ (x1, z) 7→ (y1, z) 7→ (y1, y2) . �
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Corollary 2. Suppose G acts doubly transitively on a set X. Then
(a) the stabilizer of any point of X is a maximal subgroup of G.
(b) any normal subgroup N ✁G acts on X either trivially or transitively.

Proof. (a) Fix x ∈ X and let H = StabG(x). If H � K ≦ G , then H ∪HgH ⊆ K
for any g ∈ K \H . But Proposition 1(4) implies that H∪HgH = G. Hence K = G.

(b) Suppose that N acts nontrivially on X : i. e., hx 6= x for some x ∈ X
and h ∈ N . Pick any two distinct elements in X , say y and z. Then, by double
transitivity, there is g ∈ G such that y = g x and z = g (hx). It follows that
z = ghg−1(g x) = ghg−1y and ghg−1 ∈ N , so N acts transitively on X . �

Remark. The transitive group actions with maximal stabilizers are called prim-
itive. The above Corollary shows that any doubly transitive action is primitive.
The converse is not always true: for example, the natural action of the dihedral
group Dn on the vertices of a regular n-gon is primitive for n prime but not doubly
transitive if n ≥ 4.

3.2. Auxiliary results. To prove Theorems 1 and 2 we will need a few technical
results from the earlier literature. First, following [EG], we define the map

Υ : Cn → Cn/Sn × Cn/Sn , (X,Y ) 7→ (Spec(X), Spec(Y )) ,

assigning to the matrices (X,Y ) ∈ Cn their eigenvalues. We can write Υ = (Υ1,Υ2),
where Υ1 and Υ2 are the projections onto the first and second factors, respectively.
The following fact is proved in [EG] (see loc. cit., Prop. 4.15 and Theorem 11.16).

Theorem 11. The map Υ is surjective.

Next, we recall the subgroups Gx and Gy of G generated by the automorphisms
(x, y) 7→ (x, y + p(x)) and (x, y) 7→ (x + q(y), y) respectively, see (11). These are
precisely the stabilizers of x and y under the natural action of G on R = C〈x, y〉.
The following simple observation is essentially due to [BW] (see loc. cit., Sect. 10).

Lemma 2. Let (X,Y ) ∈ Cn.

(1) If X is diagonalizable, then Gx acts transitively on Υ−1
1 (SpecX).

(2) If Y is diagonalizable, then Gy acts transitively on Υ−1
2 (Spec Y ).

Proof. We will only prove (1) ; the proof of (2) is similar. Assume thatX is diagonal
with Spec(X) = {λ1, . . . , λn}. Then, by [W, (1.14)], the eigenvalues λi are pairwise
distinct, and (X,Y ) ∈ Cn if and only if the matrix Y has a standard Calogero-Moser
form with off-diagonal entries

Yij = (λi − λj)
−1 (i 6= j) .

Any two such matrices, say Y and Y ′, may differ only in their diagonal entries: let
(a1, . . . , an) and (a′1, . . . , a

′
n) be these diagonal entries. Then, by Lagrange’s Inter-

polation, there is p(x) ∈ C[x] such that p(λi) = ai−a′i for all i. The corresponding
automorphism (x, y + p(x)) ∈ Gx moves (X,Y ) to (X,Y ′). �

Now, for each k ≥ 0, we introduce the following subgroups of G :

Gk,x := {(x, y + xkp(x)) ∈ G : p(x) ∈ C[x] } ,(21)

Gk,y := {(x+ ykq(y), y) ∈ G : q(y) ∈ C[y] } .(22)

Note that

Gx = G0,x ⊃ G1,x ⊃ G2,x ⊃ . . . , Gy = G0,y ⊃ G1,y ⊃ G2,y ⊃ . . .
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and in general, for any k ≥ 0, we have4

(23) Gk,x = Gk ∩ Gx and Gk,y = Gk ∩ Gy .

Lemma 3. Let (X,Y ) ∈ Cn, and let k ≥ 0 be any integer.

(1) If det(X) 6= 0, then Gk,x(X,Y ) = Gx(X,Y ).
(2) If det(Y ) 6= 0, then Gk,y(X,Y ) = Gy(X,Y ).

Proof. We will only prove (1). Let χ = χ(X) denote the characteristic polynomial
of X . Since det(X) 6= 0, we have gcd(xk, χ) = 1 for all k. It follows that for
each k ≥ 0, there are f and g in C[x] such that f xk + g χ = 1. Hence, any
p ∈ C[x] can be written in the form p = p f xk + p g χ. By the Cayley-Hamilton
Theorem, evaluating p at X then yields p(X) = p(X) f(X)Xk, which shows that
Gx(X,Y ) = Gk,x(X,Y ) for any k. �

In the rest of this section, we will use the following notation.

C∗n := {(X,Y ) ∈ Cn | det(X) 6= 0 or det(Y ) 6= 0}

C∗,regn,1 := {(X,Y ) ∈ Cn | det(X) 6= 0 and X is diagonalizable}

C∗,regn,2 := {(X,Y ) ∈ Cn | det(Y ) 6= 0 and Y is diagonalizable}

C∗,regn := C∗,regn,1 ∪ C∗,regn,2

With this notation, Lemma 2 and Lemma 3 combined together imply

Corollary 3. Let k ≥ 0 be any integer.

(1) If (X,Y ) ∈ C∗,regn,1 , then Gk,x acts transitively on Υ−1
1 (SpecX).

(2) If (X,Y ) ∈ C∗,regn,2 , then Gk,y acts transitively on Υ−1
2 (SpecY ).

Combining Corollary 3 with Theorem 11, we get

Corollary 4. Let k ≥ 0 be any integer.

(1) If (X,Y ) ∈ C∗,regn,1 then there is σ ∈ Gk,x such that σ(X,Y ) = (X,Y1),

where Y1 is a diagonalizable matrix with eigenvalues (1, . . . , n).
(2) If (X,Y ) ∈ C∗,regn,2 then there is σ ∈ Gk,y such that σ(X,Y ) = (X1, Y ),

where X1 is a diagonalizable matrix with eigenvalues (1, . . . , n).

Proof. Indeed, by Theorem 11, the set Υ−1(1, . . . , n; SpecX) is nonempty. Since
it is a subset of Υ−1

1 (SpecX), statement (1) follows from Corollary 3(1). Similarly,
statement (2) is a consequence of Corollary 3(2). �

The next lemma is a slight modification of an important result due to T. Shiota.

Lemma 4 (cf. [BW], Lemma 10.3). For any (X,Y ) ∈ Cn, there exist polyno-
mials q ∈ C[x] and r ∈ C[y] such that Y + q(X) and X + r(Y ) are nonsingular
diagonalizable matrices: that is,

Gy(X,Y ) ∩ C∗,regn,1 6= ∅ and Gx(X,Y ) ∩ C∗,regn,2 6= ∅ .

Remark. Shiota’s Lemma (as stated in [BW, Lemma 10.3]) claims the existence
of a polynomial r ∈ C[y] such that X + r(Y ) a diagonalizable matrix. Adding an
appropriate constant to such a polynomial ensures that det(X + r(Y ) + c In) 6= 0.

4However, unlike G, the groups Gk are not generated by Gk,x and Gk,y if k ≥ 2. See Sec-

tion 4.3.3 below.
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3.3. Proof of Theorem 1. In view of Theorem 8 and Lemma 1(3), it suffices to
prove that Gn acts transitively on Cn \ {(X0, Y0)}, where (X0, Y0) is the basepoint
of Cn (see (13)). We will establish the following more general fact:

(24) |Gk\Cn| =

{

1 , if k 6= n

2 , if k = n

In the proof of (24) we may (and will) assume that k ≥ n (indeed, we have Gk\Cn =
Gk\G/Gn = Ck/Gn, and all the above statements hold true for the right action of
Gn on Ck). Note also that for k = n = 1, the claim (24) is obvious because C1 = C2

and G1 contains SL2(C) which acts on C2 linearly as in its natural (irreducible)
representation.

We prove (24) in three steps. First, we show that C∗n is part of a single orbit of Gk

on Cn for any k ≥ 0 (see Proposition 2 below). Second, we show that if k > n then
Gk(X,Y ) ∩ C∗n 6= ∅ for any (X,Y ) ∈ Cn (see Proposition 3). Finally, for k = n,
we show that Gn(X,Y ) ∩ C∗n 6= ∅ for any (X,Y ) 6= (X0, Y0) (see Proposition 4).

Proposition 2. C∗n is in a single orbit of Gk for any k ≥ 0.

Proof. By (23), Gk,x and Gk,y are subgroups of Gk for any k. We will prove that
C∗n lies in a single orbit of the group generated by these subgroups. To this end, we
first show that C∗,regn lies in a single orbit of 〈Gk,x, Gk,y〉 and then we prove that
the 〈Gk,x, Gk,y〉-orbit of any (X,Y ) ∈ C∗n meets C∗,regn .

Let (Xi, Yi) ∈ C
∗,reg
n,2 for i = 1, 2. We will show that these two points can be

connected by an element in 〈Gk,x, Gk,y〉. By Corollary 4, there are σi ∈ Gk,y such

that σi(Xi, Yi) = (X̃, Ỹi), where X̃ = Diag(1, . . . , n) and Ỹi is the corresponding

Calogero-Moser matrix similar to Yi. Now, since (X̃, Ỹi) ∈ C
∗,reg
n,1 , we may again

apply Corollary 4 to get τ ∈ Gk,x such that τ(X̃, Ỹ1) = (X̃, Ỹ2). It follows that

σ−1
2 τ σ1(X1, Y1) = (X2, Y2). A similar argument works for any pair of points in
C∗,regn,1 .

Now, suppose (X1, Y1) ∈ C
∗,reg
n,1 and (X2, Y2) ∈ C

∗,reg
n,2 . Again, using Corollary 4,

we may find τ ∈ Gk,x such that τ(X1, Y1) = (X1, Ỹ ), where Ỹ = Diag(1, . . . , n).

Since both (X1, Ỹ ) and (X2, Y2) are now in C∗,regn,2 , we get back to the previous case.

Finally, let (X,Y ) ∈ C∗n . By Lemma 3, we know that Gk,y(X,Y ) = Gy(X,Y )
for any k. On the other hand, by Lemma 4, the Gy-orbit of (X,Y ) always meets
C∗,regn,1 . This completes the proof of Proposition 2. �

To move an arbitrary point of Cn to C∗n we will have to use automorphisms of
Gk which are composites of elements of Gk,x and Gk,y. To this end, for k ≥ 2 and
p ∈ C[x], we define

(25) σk,p := (x+ yk−1, y) ◦ (x, y − p(x)) ◦ (x − yk−1, y) ,

and

(26) τk,p := (x+ yk−2 + yk−1, y) ◦ (x, y − p(x)) ◦ (x− yk−2 − yk−1, y) .

Now, let (X0, Y0) be the basepoint of Ck (k ≥ 2) represented by (13). Write

α(x) ∈ C[x] and β(x) ∈ C[x] for the minimal polynomials of the matrices X0−Y
k−1
0

and X0 − Y k−2
0 − Y k−1

0 respectively. A simple calculation shows

(27) α(x) = (−1)kxk − (k − 1)!
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(28) β(x) = xk + (−1)k
k!

k − 1
x+ (−1)k−1(k − 1)!

Lemma 5. For any c(x) ∈ C[x], we have σk, α(x)c(x) ∈ Gk and τk, β(x)c(x) ∈ Gk .

Proof. Write X1 := X0 − Y k−1
0 and take any p ∈ C[x] such that p(X1) = 0. Then

σk, p acts on (X0, Y0) by

(X0, Y0)
(x+yk−1,y)
−−−−−−−→ (X1, Y0)

(x,y−p(x))
−−−−−−−→ (X1, Y0)

(x−yk−1,y)
−−−−−−−→ (X1+Y k−1

0 , Y0) = (X0, Y0) .

This shows that σk,p ∈ Gk for p = α(x)c(x). For τk, p, the calculation is similar. �

We are now ready to prove our next proposition.

Proposition 3. Let (X,Y ) ∈ Cn. If k > n , then Gk (X,Y ) ∩ C∗n 6= ∅ .

Proof. Let G̃k := 〈Gk, Gk−1,y〉 be the subgroup of G generated by Gk and Gk−1,y.
First, we prove

Claim 1 : Gk(X,Y ) = G̃k(X,Y ).

It is clear that Gk(X,Y ) ⊆ G̃k(X,Y ), since Gk ⊆ G̃k. To prove the opposite
inclusion it suffices to show that Gk−1,y(X1, Y1) ⊆ Gk(X,Y ) for any (X1, Y1) ∈
Gk(X,Y ). This is equivalent to showing that, for any d(y) ∈ C[y], the auto-
morphism (x + d(y)yk−1, y) maps (X1, Y1) to a point in Gk(X,Y ). Now, let
(X1, Y1) ∈ Gk(X,Y ). Then, for the minimal polynomial p1(y) := µ(Y1), we have
gcd(yk, p1(y)) = yl for some l ≤ n < k (since deg(p1) ≤ n). Hence we can find
a(y), b(y) ∈ C[y] such that a(y) yk + b(y) p1(y) = yl . Multiplying by d(y) yk−l−1,
we get

d(y) a(y) y2k−l−1 + d(y) b(y) p1(y) y
k−l−1 = d(y) yk−1 ,

which, in turn, implies

(x + d(y)yk−1, y) (X1, Y1) = (x+ d(y)a(y)y2k−l−1, y) (X1, Y1) .

Now, since 2k− l−1 ≥ k , we see that (x+d(y)a(y)y2k−l−1, y) ∈ Gk . This finishes
the proof of Claim 1.

Claim 2 : Gx ⊂ G̃k , or equivalently, (x, y + d(x)) ∈ G̃k for any d(x) ∈ C[x].

By Lemma 5, σk, p ∈ Gk ⊂ G̃k for p = α(x) c(x), where σk, p is the automor-
phism of G defined in (25), c(x) ∈ C[x] is any polynomial and α(x) is given by

(27). Since (x ± yk−1, y) ∈ Gk−1,y ⊂ G̃k, we have (x, y + α(x)c(x)) ∈ G̃k. Now,
as gcd(α(x), xk) = 1 , for any d(x) ∈ C[x], we can find a(x), b(x) ∈ C[x] such that
a(x)α(x)+ b(x)xk = d(x) . This shows that (x, y+d(x)) is the composition of the

automorphisms (x, y + a(x)α(x)) and (x, y + b(x)xk) , both of which are in G̃k.
This proves Claim 2.

Now, combining Claim 1 and Claim 2, we see that Gx(X,Y ) ⊆ Gk(X,Y ) . On
the other hand, Gx(X,Y ) ∩ C∗n 6= ∅ by Lemma 4. Proposition 3 follows. �

With Proposition 2 and Proposition 3, the proof of (24) for k 6= n is complete.
To prove (24) for k = n we will look at the action of Gn in the complement of C∗n
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in Cn. Writing µ(X) for the minimal polynomial of a matrix X , we define

C0n := Cn\C
∗
n = {(X,Y ) ∈ Cn | det(X) = det(Y ) = 0} ,

C0n,1 := {(X,Y ) ∈ C0n | µ(X) = xn and µ(Y ) = yn} ,

C0n,2 := {(X,Y ) ∈ C0n | µ(X) 6= xn and µ(Y ) = yn} ,

C0n,3 := {(X,Y ) ∈ C0n | µ(Y ) 6= yn} ,

so that

C0n = C0n,1
⊔

C0n,2
⊔

C0n,3 .

Since C01 = (0, 0) , in the proof of the next proposition we will assume n ≥ 2 .

Proposition 4. Let (X,Y ) ∈ C0n \ {(X0, Y0)} . Then Gn (X,Y ) ∩ C∗n 6= ∅ .

Proof. We will consider three cases corresponding to the above decomposition. In
case I and case II, we will explicitly produce τ ∈ Gk such that τ(X,Y ) ∈ C∗n. Then,
the last case will be proved by contradiction assuming the first two cases.

Case I . Let (X,Y ) ∈ C0n,1. By [W, Proposition 6.8], C0n,1 consists of exactly n points
{(X(n, i), Y0) : i = 1, . . . , n}, with i = 1 corresponding to the base point (X0, Y0).
Our goal is to show that there exist φi ∈ Gn such that φi(X(n, i), Y0) ∈ C

∗
n for

i = 2, . . . , n .
Let X ′

i := X(n, i)−Y n−2
0 −Y n−1

0 , and let qi(x) be the minimal polynomials of X ′
i

for i = 1, . . . , n . Note that q1(x) = β(x) for k = n (see (28)), since (X(n, 1), Y0) =
(X0, Y0). It is easy to compute the polynomials qi(x) explicitly:

(29) qi(x) =



















xn + (−1)n n!
n−1x+ (−1)n+1(n− 1)! , i = 1

xn + (−1)n−i(i − 1)!(n− i)! , i = 2, . . . , n− 1

xn + n!
n−1x+ (n− 1)! , i = n

and verify that gcd(qi(x), β(x)) = 1 for all i = 2, . . . , n. Hence, there are polyno-
mials ai(x), bi(x) ∈ C[x] such that

(30) ai(x)qi(x) + bi(x)β(x) = 1 .

Furthermore, by Lemma 4, for (X ′
i, Y0) ∈ Cn, there are si(x) ∈ C[x] such that

(31) det(Y0 − si(X
′
i)) 6= 0

Using these polynomials, we set ci(x) := si(x) bi(x)β(x) for each i = 2, . . . , n
and consider the corresponding automorphisms τn, ci(x) defined as in (26). By
Lemma 5, τn, ci(x) ∈ Gn since β(x) divides ci(x). On the other hand, by (30),
ci(x) = si(x) − si(x) bi(x) qi(x) , which implies ci(X

′
i) = si(X

′
i). Thus, if we apply

τn, ci , which is an element of Gn, to the pair (X(n, i), Y0), we get

τn,ci(X(n, i), Y0) = (X ′
i + (Y0 − si(X

′
i))

n−2 + (Y0 − si(X
′
i))

n−1, Y0 − si(X
′
i)) .

Now, using (31), we conclude σn,ci(X(n, i), Y0) ∈ C
∗
n .

Case II . Let (X,Y ) ∈ C0n,2. Then, by [W, Proposition 6.11], we may assume that
Y = Y0 and

X = X(n, r) +

n−1
∑

k=1

X(k) ,
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where 2 ≤ r ≤ n and X(k) is a matrix with only nonzero entries on the k-th
diagonal. Let λ ∈ C∗. Applying a transformation Qλ ∈ Gn , which is a scaling
transformation followed by conjugation by Diag(1, λ, . . . , λn−1), see [W, Eq. (6.5)],
we get

Qλ(X,Y0) = (Xλ, Y0) := (X(n, r) +

n−1
∑

k=1

λk−1X(k), Y0) .

If det(Xλ) 6= 0 then (Xλ, Y0) ∈ C
∗
n, and we are done. If det(Xλ) = 0 then either

µ(Xλ) = xn or µ(Xλ) 6= xn. If µ(Xλ) = xn, then (Xλ, Y0) ∈ C
0
n,1 , which brings

us back to case I established above. If µ(Xλ) 6= xn, then qλ(x) := µ(Xλ) satisfies
gcd(qλ(x), x

n) = xl for some l < n, and we can find a(x), b(x) ∈ C[x] such that

b(x)x2n−l−1 = xn−1 − a(x) qλ(x)x
n−1−l .

If we apply (x, y+ b(x)x2n−l−1) ∈ Gn,x to (Xλ, Y0), we get (Xλ, Y0 +Xn−1
λ ) . Now,

det(Y0+Xn−1
λ ) = det(Y0+X(n, r)n−1)+λO(λ) = (−1)r−1(r−1)!(n−r)!+λO(λ) .

Thus, if we choose λ small enough, this last determinant is nonzero, and τ :=
Qλ ◦ (x, y + b(x)x2n−l−1) ∈ Gn moves (X,Y ) ∈ C0n,2 to (Xλ, Y0 +Xn−1

λ ) ∈ C∗n.

Case III . Let (X,Y ) ∈ C0n,3. It suffices to prove that Gn(X,Y ) 6⊆ C0n,3. Assume the

contrary. Then, for any (X1, Y1) ∈ Gn(X,Y ), we have gcd(µ(Y1), y
n) = yl, where

µ(Y1) is the minimal polynomial of Y1 and l < n. Arguing as in Proposition 3,

we can show that Gn(X,Y ) = G̃n(X,Y ), where G̃n := 〈Gn, Gn−1,y〉, and hence
Gx(X,Y ) ⊆ Gn(X,Y ). Then, by Lemma 4, there is r(x) ∈ C[x] such that (X,Y +
r(X)) ∈ C∗,regn . This contradicts our assumption that Gn(X,Y ) ⊆ C0n,3 . �

3.4. Proof of Theorem 2. We will assume that n1 < n2 < . . . < nm and
argue inductively in m. For m = 1 , Theorem 2 is precisely Theorem 8. For
m = 2 , Theorem 2 follows from (24): indeed, given any point (P1, P2) ∈ Cn1

×Cn2
,

we first use the transitivity of G on Cn1
to move (P1, P2) to (P0(n1), P

′
2), where

P0(n1) = (X0(n1), Y0(n1)) is the basepoint of Cn1
, and then use the transitivity

of Gn1
= StabG[P0(n1)] on Cn2

to move (P0(n1), P
′
2) to (P0(n1), P0(n2)). Now, to

extend this argument to any m we need the following proposition.
Let I = {k1 < k2 < . . . < kr} be a collection of positive integers written in

increasing order. Let (X0(k), Y0(k)) ∈ Ck be the basepoints (13) of the spaces
Ck corresponding to k ∈ I, and let GI := ∩k∈I Gk denote the intersection of the
stabilizers of these basepoints in G.

Proposition 5. If k > n for all k ∈ I, then GI acts transitively on Cn.

Before proving Proposition 5, we make one elementary observation.

Lemma 6. There is a polynomial p(y) =
∑

j∈I aj−1y
j−1 ∈ C[y] such that

det[X̃0(k)] 6= 0 for all k ∈ I ,

where X̃0(k) := X0(k) + p(Y0(k)) .

Proof. For a fixed k ∈ I and a generic polynomial p(y) =
∑k−1

j=1 ajy
j , we have

det(X̃0(k)) = (−1)k−1(k − 1)! ak−1 + f(a1, a2, . . . , ak−2) ,
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where f(a1, a2, . . . , ak−2) is some polynomial in a1, . . . , ak−2. Applying this to each
k ∈ I and taking into account the fact that Y0(k) are nilpotent matrices of order
k, we get r polynomials in r variables of the form

det(X̃0(ks)) = aks
+ fs−1(ak1

, . . . , aks−1
) , s = 1, 2, . . . , r .

Such polynomials define an invertible transformation of the affine space Cr, so
we can certainly choose ak1

, . . . , akr
∈ C in such a way that all det(X̃0(ks)) take

non-zero values. �

As a consequence of Lemma 6, we get

Corollary 5. Let p(y) and X̃0(k) be as in Lemma 6, and let µk(x) ∈ C[x] denote
the minimal polynomial of X̃0(k).

(1) The polynomial µ(x) :=
∏

k∈I µk(x) has a nonzero constant term.
(2) The automorphism (x− p(y), y) ◦ (x, y − µ(x)c(x)) ◦ (x+ p(y), y) is in GI

for any c(x) ∈ C[x].

Now, we can proceed with

Proof of Proposition 5. Note that GI contains two abelian subgroups GN,x :=
∩k∈I Gk,x and GN,y := ∩k∈I Gk,y , where N = max{k1, . . . , kr}. We will argue as

in Proposition 3. Define G̃I := 〈GI , Gn,y〉. We will show GI(X,Y ) = G̃I(X,Y ) =
G(X,Y ) for any (X,Y ) ∈ Cn, and the proposition will follow from Theorem 8.

Claim 1 : GI(X,Y ) = G̃I(X,Y ) .

First, GI(X,Y ) ⊆ G̃I(X,Y ), sinceGI is a subgroup of G̃I . To prove the opposite
inclusion it suffices to show that for any d(y) ∈ C[y], the automorphism (x +
d(y)yn, y) preserves GI(X,Y ). Let (X1, Y1) ∈ GI(X,Y ), and let p1(y) := µ(Y1) be
the minimal polynomial of Y1. Then, since deg(p1) ≤ n , we have gcd(yN , p1(y)) =
yl for some l ≤ n < N . Hence, we can find a(y), b(y) ∈ C[y] such that a(y)yN +
b(y)p1(y) = yn . It follows that for any d(y) ∈ C[y],

(x+ d(y)yn, y) (X1, Y1) = (x+ d(y)a(y)yN , y) (X1, Y1) .

Thus (x+ d(y)yn, y) maps (X1, Y1) into GN,y (X1, Y1) ⊆ GI (X,Y ).

Claim 2 : G̃I = G.

It suffices to show that Gx ⊂ G̃I , or equivalently, (x, y + d(x)) ∈ G̃I for any

d(x) ∈ C[x]. Indeed, if Gx ⊂ G̃I , conjugating GN,y by (x, y+c) with an appropriate

c we can show that Gy is also contained in G̃I and hence G ⊆ GI (since Gx and Gy

generate G). Now, let p(y) ∈ C[y] be a polynomial defined in Lemma 6. Then, for
any c(x) ∈ C[x], the composition of automorphisms (x−p(y), y)◦(x, y+µ(x)c(x))◦

(x+p(y), y) is in G̃I (see Corollary 5(2)). Since (x±p(y), y) ∈ Gn,y ⊂ G̃I , we have

(x, y+µ(x)c(x)) ∈ G̃I for any c(x) ∈ C[x]. By Corollary 5(1), gcd(µ(x), xN ) = 1 , so
for any d(x) ∈ C[x], we can find a(x), b(x) ∈ C[x] such that a(x)µ(x) + b(x)xN =
d(x) . This shows that (x, y + d(x)) is the composition of (x, y + a(x)µ(x)) and

(x, y + b(x)xN ), both of which are in G̃I . It follows that Gx ⊆ G̃I . This completes
the proof of Claim 2, Proposition 5 and Theorem 2. �
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3.5. Corollary. Theorem 1 and Theorem 2 have interesting implications. Recall
that Gk ⊆ G denotes the stabilizer of a point of Ck under the action of G, see (14).

Corollary 6. Let k, n be non-negative integers.

(1) If k 6= n, then Gk acts transitively on Cn. In this case, G = GkGn.
(2) For each k ≥ 0, Gk is a maximal subgroup of G.
(3) The normalizer of Gk in G is equal to Gk. Moreover, if k 6= n , there is no

g ∈ G such that g−1Gk g ⊆ Gn.

Proof. (1) is an easy consequence of Theorem 2. (2) follows from Theorem 1 and
Corollary 2(a). (3) is immediate from (2). �

If we reformulate Corollary 6 in terms of automorphism groups of algebras Morita
equivalent to A1(C) (see Theorem 10), part (3) answers a question of Stafford [S].
As mentioned in the Introduction, this result was established by different methods
in [KT] and [W2]. By Theorem 8, it is equivalent to the fact that the identity map
is the only G-equivariant map from Ck to Ck, and there are no G-equivariant maps
Ck → Cn for k 6= n. In this form, Corollary 6(3) was proven in [W2]. Theorem 1
can thus be viewed as a strengthening of the main theorem of [W2].

3.6. Infinite transitivity. We conclude this section with two conjectures related
to Theorems 1 and 2. For a space X and an integer k > 0, we denote by X [k] the
configuration space of ordered k points of X , i.e.

X [k] := {(x1, x2, . . . , xk) ∈ Xk : xi 6= xj} .

An action of a group G on X is then called k-transitive if the induced action
G × X [k] → X [k] is transitive. (Clearly, for k = 2, this definition agrees with
the one given in Section 3.1.) A G-action which is k-transitive for all k, is called
infinitely transitive. Since the natural projection X [k] ։ X [k−1] is G-equivariant,
the k-transitivity implies the (k − 1)-transitivity: in particular, any k-transitive
action is transitive.

Conjecture 1. For each n ≥ 1, the action of G on Cn is infinitely transitive.

Remarks. 1. Conjecture 1 is true for n = 1 : this follows from a well-known (and
elementary) fact that Aut(Cd) acts infinitely transitively on Cd for all d ≥ 1.

2. The infinite transitivity is an infinite-dimensional phenomenon: a finite-
dimensional Lie group or algebraic group cannot act infinitely transitively on a
variety. Indeed, if (say) an algebraic group H acts k-transitively on a variety X ,
there is a dominant map H → Xk , g 7→ (g.x1, . . . , g.xk) defined by a k-tuple
(x1, . . . , xk) of pairwise distinct points of X ; whence dim(H) ≥ k · dim(X) (cf.
[Bo2]). In Section 5, we will equip G with the structure of an infinite-dimensional
algebraic group, which is compatible with the action of G on Cn. Here, we note that
no algebraic subgroup of G of finite dimension may act k-transitively on Cn if k > 2.
Indeed, by Theorem 14, any finite-dimensional algebraic subgroup of G is conjugate
to either a subgroup of A or a subgroup of B. In the first case, assuming that H acts
k-transitively on Cn, we have 2nk ≤ dim(H) ≤ 5, hence the H-action on Cn cannot
be even transitive if n > 2 and it is at most 2-transitive in any case. In the second
case, ifH is conjugate to a subgroup of B : (x, y) 7→ (a−1x+q(y), ay+b), the action
may be at most doubly transitive, since so is the action of affine transformations
y 7→ ay + b on C1.
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3. In connection with Conjecture 1 we mention an interesting recent paper
[AFKKZ]. For an affine variety X , the authors of [AFKKZ] introduce and study
the group SAut(X) of special automorphisms of X . By definition, SAut(X) is
generated by all one-parameter unipotent subgroups of Aut(X) (i.e. by the images
in Aut(X) of the additive group Ga = (C, +) coming from the regular actions
Ga × X → X). The main theorem (cf. [AFKKZ, Theorem 0.1]) implies that if
X is smooth, the natural action of SAut(X) on X is transitive if and only if it is
infinitely transitive. In view of Theorem 8, this result applies to our Calogero-Moser
spaces Cn, since the image of G in Aut(Cn) under the action (12) lies in SAut(Cn).
To prove Conjecture 1 it would therefore suffice to show that G generates all of
SAut(Cn), which is certainly true for n = 1 (since C1 ∼= C2) but seems unlikely for
n ≥ 2. Thus, Conjecture 1 may be viewed as a strengthening of the general results
of [AFKKZ] in the special case X = Cn.

The notion of infinite transitivity can be generalized in the following way (cf.
[AFKKZ], Sect. 3.1). Let X =

⊔

n Xn be a disjoint union of G-sets (e.g., the orbits
of an action of G on a space X). Then, for each integer k > 0, we can stratify

X [k] =
⊔

k1+...+km=k

⊔

n1<...<nm

X [k1]
n1
× . . .×X [km]

nm
.

Now, we say that G acts collectively infinitely transitively on X if G acts transitively

on each stratum X
[k1]
n1
× . . . ×X

[km]
nm of X

[k]
n for all k > 0. Intuitively, a collective

infinite transitivity means the possibility to move simultaneously (i.e., by the same
automorphism) an arbitrary finite collection of points from different orbits into a
given position.

Theorem 1, Theorem 2 and Conjecture 1 are subsumed by the following general

Conjecture 2. The action of G on C =
⊔

n≥0 Cn is collectively infinitely transitive.

Note that for k = 1, Conjecture 2 implies Theorem 8; for k1 = k, it implies
Conjecture 1, and for m = k and k1 = k2 = . . . = km = 1, it implies Theorem 2.

4. The Structure of Gn as a Discrete Group

In this section, we will use the Bass-Serre theory of graphs of groups to give an
explicit presentation of Gn. We associate to each space Cn a graph Γn consisting
of orbits of certain subgroups of G and identify Gn with the fundamental group
π1(Γn, ∗) of a graph of groups Γn defined by the stabilizers of those orbits in Γn.
The Bass-Serre theory will then provide an explicit formula for π1(Γn, ∗) in terms
of generalized amalgamated products. The results of this section were announced
in [BEE].

4.1. Graphs of groups. To state our results in precise terms we recall the notion
of a graph of groups and its fundamental group (see [Se, Chapter I, §5]).

A graph of groups Γ = (Γ, G) consists of the following data:
(1) a connected graph Γ with vertex set V = V (Γ), edge set E = E(Γ) and

incidence maps i, t : E → V ,
(2) a group Ga assigned to each vertex a ∈ V ,
(3) a group Ge assigned to each edge e ∈ E ,

(4) injective group homomorphisms Gi(e)
αe

←֓ Ge

βe

→֒ Gt(e) defined for each e ∈ E.
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Associated to Γ is the path group π(Γ) , which is given by the presentation

π(Γ) :=
(∗a∈V Ga) ∗ 〈E〉

(e−1αe(g) e = βe(g) : ∀ e ∈ E, ∀ g ∈ Ge)
,

where ‘ ∗ ’ stands for the free product (i.e. coproduct in the category of groups)
and 〈E〉 for the free group with basis set E = E(Γ). Now, if we fix a maximal tree
T in Γ, the fundamental group π1(Γ, T ) of Γ relative to T is defined as a quotient
of π(Γ) by ‘contracting the edges of T to a point’: precisely,

(32) π1(Γ, T ) := π(Γ)/(e = 1 : ∀ e ∈ E(T )) .

For different maximal trees T ⊆ Γ, the groups π1(Γ, T ) are isomorphic. Moreover,
if Γ is trivial (i. e. Ga = {1} for all a ∈ V ), then π1(Γ, T ) is isomorphic to
the usual fundamental group π1(Γ, a0) of the graph Γ viewed as a CW-complex.
In general, π1(Γ, T ) can be also defined in a topological fashion by introducing
an appropriate notion of path and homotopy equivalence of paths in Γ (cf. [B],
Sect. 1.6).

When the underlying graph of Γ is a tree (i.e., Γ = T ), Γ can be viewed as
a directed system of groups indexed by T . In this case, formula (32) shows that
π1(Γ, T ) is just the inductive limit lim

−→
Γ , which is called the tree product of groups

{Ga} amalgamated by {Ge} along T . For example, if T is a segment with V (T ) =
{0, 1} and E(T ) = {e} , the tree product is the usual amalgamated free product
G ∗Ge

G1 . In general, abusing notation, we will denote the tree product by

Ga1
∗Ge1

Ga2
∗Ge2

Ga3
∗Ge3

. . .

4.2. Gn as a fundamental group. To define the graph Γn we take the subgroups
A, B and U of G given by the transformations (8), (9) and (10), respectively.
Restricting the action of G on Cn to these subgroups, we let Γn be the oriented
bipartite graph, with vertex and edge sets

(33) V (Γn) := (Cn/A)
⊔

(Cn/B) , E(Γn) := Cn/U ,

and the incidence maps E(Γn) → V (Γn) given by the canonical projections i :
Cn/U → Cn/A and t : Cn/U → Cn/B . Since the elements of A and B generate G
and G acts transitively on each Cn, the graph Γn is connected.

Now, on each orbit in Cn/A and Cn/B we choose a basepoint and elements
σA ∈ G and σB ∈ G moving these basepoints to the basepoint (X0, Y0) of Cn.
Next, on each U -orbit OU ∈ Cn/U we also choose a basepoint and an element
σU ∈ G moving this basepoint to (X0, Y0) and such that σU ∈ σAA ∩ σBB ,
where σA and σB correspond to the (unique) A- and B-orbits containing OU .
Then, we assign to the vertices and edges of Γn the stabilizers Aσ = Gn ∩ σAσ

−1 ,
Bσ = Gn∩σBσ−1 , Uσ = Gn∩σUσ−1 of the corresponding elements σ in the graph
of right cosets of G under the action of Gn. These data together with natural group
homomorphisms ασ : Uσ →֒ Aσ and βσ : Uσ →֒ Bσ define a graph of groups Γn

over Γn, and its fundamental group π1(Γn, T ) relative to a maximal tree T ⊆ Γn

has canonical presentation, cf. (32):

(34) π1(Γn, T ) =
(Aσ ∗Uσ

Bσ ∗ . . . ) ∗ 〈E(Γn\ T ) 〉

( e−1ασ(g) e = βσ(g) : ∀ e ∈ E(Γn\ T ), ∀ g ∈ Uσ )
.
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In (34), the amalgam (Aσ ∗Uσ
Bσ ∗ . . .) stands for the tree product taken along the

edges of T , while 〈E(Γn\T ) 〉 denotes the free group generated by the set of edges
of Γn in the complement of T . The main result of this section is the following

Theorem 12. For each n ≥ 0, the group Gn is isomorphic to π1(Γn, T ) . In
particular, Gn has an explicit presentation of the form (34).

Proof. Let Gn := Cn⋊G denote the (discrete) transformation groupoid correspond-
ing to the action of G on Cn. The canonical projection p : Gn → G is then a cover-
ing of groupoids5, which maps identically the vertex group of Gn at (X0, Y0) ∈ Cn
to the subgroup Gn ⊆ G. Now, each of the subgroups A, B and U of G can be
lifted to Gn : p−1(A) = Gn×GA , p−1(B) = Gn×GB and p−1(U) = Gn×GU , and
these fibred products are naturally isomorphic to the subgroupoids An := Cn ⋊A,
Bn := Cn ⋊ B and Un := Cn ⋊ U of Gn, respectively. Since the coproducts of
groups agree with coproducts in the category of groupoids and the latter can be
lifted through coverings (see [O, Lemma 3.1.1]), the decomposition (7) implies

(35) Gn = An ∗Un
Bn , ∀n ≥ 0 .

Unlike Gn, the groupoids An, Bn and Un are not transitive (if n ≥ 1), so (35) can
be viewed as an analogue of the Seifert-Van Kampen Theorem for nonconnected
spaces. As in topological situation, computing the fundamental (vertex) group
from (35) amounts to contracting the connected components (orbits) of An and
Bn to points (vertices) and Un to edges (see, e.g., [Ge, Chap. 6, Appendix]).
This defines a graph which is exactly Γn. Now, choosing basepoints in each of the
contracted components and assigning the fundamental groups at these basepoints
to the corresponding vertices and edges defines a graph of groups (cf. [HMM],
p. 46). By [HMM, Theorem 3], this graph of groups is (conjugate) isomorphic to
the graph Γn described above, and our group Gn is isomorphic to π1(Γn, T ) . �

4.3. Examples. We now look at the graphs Γn and groups Gn for small n.

4.3.1. For n = 0, the space Cn is just a point, and so are a fortiori its orbit spaces.
The graph Γ0 is thus a segment, and the corresponding graph of groups Γ0 is given

by [A
U
−→ B ] . Formula (34) then says that G0 = A ∗U B which agrees with (7).

4.3.2. For n = 1, we have C1 ∼= C2, with (X0, Y0) = (0, 0). Since each of the groups
A, B and U contains translations (x+ a, y + b) , a, b ∈ C, they act transitively on

C1. So again Γ1 is just the segment, and Γ1 is given by [A1
U1−→ B1 ] , where

A1 := G1 ∩A , B1 := G1 ∩B and U1 := G1 ∩U . Since, by definition, G1 consists
of all σ ∈ G fixing origin, the groups A1, B1 and U1 are obvious:

A1 : (ax+ by, cx+ dy) , a, b, c, d ∈ C , ad− bc = 1 ,

B1 : (ax+ q(y), a−1y) , a ∈ C∗ , q ∈ C[y] , q(0) = 0 ,

U1 : (ax+ by, a−1y) , a ∈ C∗ , b ∈ C .

It follows from (34) that G1 = A1 ∗U1
B1 . In particular, G1 is generated by its

subgroups G1,x and G1,y.

5Recall that if E and B are (small connected) groupoids, a covering p : E → B is a functor that

is surjective on objects and restricts to a bijection p : x\E
∼

→ p(x)\B for all x ∈ Ob(E), where x\E
is the set of arrows in E with source at x (see [M], Chap. 3).
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4.3.3. The group G2 has a more interesting structure. To describe the correspond-
ing graph Γ2 we decompose

(36) C2 = Creg2

⊔

Csing2 ,

where Creg2 is the subspace of C2 with Y diagonalizable. The following lemma is
established by elementary calculations.

Lemma 7. The action of U on C2 preserves the decomposition (36). Moreover,
(a) Creg2 is a single U -orbit Oreg passing through (X1, Y1) ∈ C2 with

X1 =

(

0 −1
1 0

)

, Y1 =

(

1 0
0 0

)

.

(b) Csing2 consists of two orbits O(2, 1) and O(2, 2) passing through (X(2, 1), Y2)
and (X(2, 2), Y2) with

X(2, 1) =

(

0 0
−1 0

)

, X(2, 2) =

(

0 0
1 0

)

, Y2 =

(

0 1
0 0

)

.

Note that the orbit Oreg is open (and therefore has dimension 4); O(2, 1) and
O(2, 2) are closed orbits of dimension 3.

Lemma 8. The B-orbits in C2 coincide with the U -orbits.

Proof. Note that B belongs to the right coset U Ψq generated by Ψq = (x +
q(y), y) with q = ay2 + by3 + . . . . Since Y2 is nilpotent, such Ψq acts trivially
on (X(2, r), Y2), so B (X(2, r), Y2) = U (X(2, r), Y2) = O(2, r) for r = 1, 2 . It
follows that O(2, 1) and O(2, 2) are distinct B-orbits. Since there are only three
U -orbits in C2, O

reg must be a separate B-orbit. �

Lemma 9. The group A acts transitively on C2.

Proof. Assume that A has more than one orbit in C2. Since there are only three
U -orbits, at least one of the A-orbits (say, OA) consists of a single U -orbit. But
then, by Lemma 8, OA is also a B-orbit. Since A and B generate G, this means that
OA is a G-orbit and hence, by Theorem 9, coincides with C2. Contradiction. �

Summing up, we have C2/A = {OA} and

C2/B = {Oreg
B , OB(2, 1), OB(2, 2)} , C2/U = {Oreg

U , OU (2, 1), OU (2, 2)} ,

where OB and OU denote the same subspaces in C2 but viewed as B- and U -orbits
respectively. Thus the graph Γ2 is a tree which looks as

Γ2 :

OB(2, 1)

OA

Oreg
U ✲

OU (2, 1)
✲

Oreg
B

OB(2, 2)

OU (2, 1) ✲
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Computing the stabilizers of basepoints for each of the orbits, we obtain the graph
of groups

Γ2 :

G2,y ⋊ T

T
Z2

✲

T
✲

G
(1)
2,y ⋊ Z2

G2,x ⋊ T

T
✲

where T ⊂ G is the subgroup of scaling transformations (λx, λ−1y) , λ ∈ C∗, and

the group G
(1)
2,y is defined in terms of generators (11) by

G
(1)
2,y := {Φ−xΨq Φx ∈ G : q ∈ C[y] , q(±1) = 0 } .

Formula (34) yields the presentation

(37) G2 = (G2,x ⋊ T ) ∗T (G2,y ⋊ T ) ∗Z2
(G

(1)
2,y ⋊ Z2) .

In particular, G2 is generated by its subgroups G2,x, G2,y, G
(1)
2,y and T .

Using the above explicit presentations, it is easy to show that the groups G,
G1 and G2 are pairwise non-isomorphic (see [BEE]). In Section 6, we will give a
general proof of this fact for all groups Gn. For n ≥ 3, the amalgamated structure
of Gn seems to be more complicated; the corresponding graphs Γn are no longer
trees (in fact, there are infinitely many cycles).

5. Gn as an algebraic group

In this section, we will equip G with the structure of an ind-algebraic group that
is compatible with the action of G on the varieties Cn. Each Gn ⊆ G will then
become a closed subgroup and hence will acquire an ind-algebraic structure as well.
We begin by recalling the definition and basic properties of ind-algebraic varieties.
Apart from the original papers of Shafarevich [Sh1, Sh2] a good reference for this
material is Chapter IV of [Ku].

5.1. Ind-algebraic varieties and groups. An ind-algebraic variety (for short:
an ind-variety) is a set X =

⋃

k≥0 X
(k) given together with an increasing filtration

X(0) ⊆ X(1) ⊆ X(2) ⊆ . . .

such that each X(k) has the structure of a finite-dimensional (quasi-projective) va-
riety over C, and each inclusion X(k) →֒ X(k+1) is a closed embedding of varieties.
An ind-variety has a natural topology where a subset S ⊆ X is open (resp, closed)
iff S(k) := S ∩ X(k) is open (resp, closed) in the Zariski topology of X(k) for all
k. In this topology, a closed subset S acquires an ind-variety structure defined
by putting on S(k) the closed (reduced) subvariety structure from X(k). We call
S equipped with this structure a closed ind-subvariety of X . More generally, any
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locally closed subset S ⊆ X acquires from X the structure of an ind-variety since
each S(k) is a locally closed subset6 and hence a subvariety in X(k).

An ind-variety X is said to be affine if each X(k) is affine. For an affine ind-
variety X , we define its coordinate ring by C[X ] := lim

←− k
C[X(k)], where C[X(k)] is

the coordinate ring of X(k). Naturally, C[X ] is a topological algebra equipped with
the inverse limit topology.

If X and Y are two ind-varieties with filtrations {X(k)} and {Y (k)}, a map
f : X → Y defines a morphism of ind-varieties if for each k ≥ 0, there is m ≥ 0
(depending on k) such that f(X(k)) ⊆ Y (m) and the restriction of f to X(k), fk :
X(k) → Y (m) , is a morphism of varieties. A morphism of ind-varieties f : X → Y
is continuous with respect to ind-topology and, in the case of affine ind-varieties,
induces a continuous algebra map f∗ : C[Y ]→ C[X ].

Example 1. For any ind-varieties X and Y , the set X × Y has the canonical
ind-variety structure defined by the filtration (X × Y )(k) := X(k) × Y (k) , where
X(k) × Y (k) is a product in the category of varieties (cf. [Ku, Example 4.1.3 (2)]).
The two natural projectionsX և X×Y ։ Y are then morphisms of ind-varieties.

A morphism of ind-varieties f : X → Y is called an isomorphism if f is bijective
and f−1 is also a morphism. It is easy to see that a morphism f : X → Y of
affine ind-varieties is an isomorphism iff the induced map f∗ : C[Y ] → C[X ] is an
isomorphism of topological algebras. Two ind-variety structures on the same set X
are said to be equivalent if the identity map Id : X → X is an isomorphism. It is
natural not to distinguish between equivalent structures on X .

Example 2. Any vector space V of countable dimension can be given the struc-
ture of an (affine) ind-variety by choosing a filtration V (k) by finite-dimensional
subspaces. It is easy to see that up to equivalence, this structure is independent of
the choice of filtration; hence V has the canonical structure of an ind-variety which
is denoted C∞ (cf. [Ku, Example 4.1.3 (4)]).

A morphism of ind-varieties f : X → Y is called a closed embedding if all the
morphisms fk : X(k) → Y (m) are closed embeddings, f(X) is closed in Y and
f : X → f(X) is a homeomorphism under the subspace topology on f(X). The
next lemma gives a useful characterization of morphisms of ind-varieties in terms
of closed embeddings (cf. [Ku, Lemma 4.1.2]).

Lemma 10. Let X, Y , Z be ind-varieties. Let f : X → Y be a closed embedding,
and let g : Z → X be a map of sets with the property that for every k ≥ 0 there is
m ≥ 0 such that g(Z(k)) ⊆ X(m). Then f is a morphism (resp., closed embedding)
iff f ◦ g : Z → Y is a morphism (resp., closed embedding).

For example, if Z ⊆ Y is a closed ind-subvariety of Y , then the inclusion Z →֒ Y
is a closed embedding. Lemma 10 shows that the converse is actually also true:

Corollary 7. If Z ⊆ Y is a closed subset of an ind-variety Y , there is a unique
ind-variety structure on Z making Z →֒ Y a closed embedding.

Proof. Assume that Z has two ind-variety structures, say Z ′ and Z ′′, making Z →֒
Y into closed embeddings: i′ : Z ′ → Y and i′′ : Z ′′ → Y . To apply Lemma 10

6The converse is not true: a subset S ⊂ X may not be locally closed in X even though each
of its components S(k) is locally closed in X(k). A counterexample is given in [FuM, Sect. 2.3].
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we first take f := i′′ and g : Z ′ → Z ′′ to be the identity map IdZ . Since f ◦ g = i′

and g = Id obviously satisfies the assumption of the lemma, we conclude that
Id : Z ′ → Z ′′ is a morphism of ind-varieties. Reversing the roles of Z ′ and Z ′′, we
similarly conclude that Id : Z ′′ → Z ′ is a morphism. Thus Z ′ ∼= Z ′′. �

An ind-algebraic group (for short: an ind-group) is a group H equipped with
the structure of an ind-variety such that the map H × H → H , (x, y) 7→ xy−1,
is a morphism of ind-varieties. A morphism of ind-groups is an abstract group
homomorphism which is also a morphism of ind-varieties. For example, any closed
subgroup K of H is again an ind-group under the closed ind-subvariety structure
on H , and the natural inclusion K →֒ H is a morphism of ind-groups. Finally, an
action of an ind-group H on an ind-variety H is said to be algebraic if the action
map H ×X → X is a morphism of ind-varieties.

5.2. The ind-algebraic structure on G. Recall that R is the free associative
algebra on two generators x and y. Letting V be the vector space spanned by x
and y we identify R with the tensor algebra TC(V ) :=

⊕

n≥0 V
⊗n. Then, associated

to the natural tensor algebra grading is a filtration on R by vector subspaces:

(38) R(0) ⊆ R(1) ⊆ . . . ⊆ R(k) ⊆ R(k+1) ⊆ . . . ,

where R(k) :=
⊕

n≤k V
⊗n . Since each R(k) has finite dimension, this filtration

makes R an affine ind-variety, which is isomorphic to C∞ (see Example 2). We write
deg : R → Z≥0 ∪ {−∞} for the degree function associated with (38): explicitly,

if p ∈ R is nonzero, deg(p) := k ⇔ p ∈ R(k) \R(k−1) , while deg(0) := −∞ by
convention. Thus R(k) = {p ∈ R : deg(p) ≤ k} .

Now, let E := End(R) denote the set of all algebra endomorphisms of R. Each
endomorphism is determined by its values on x and y; hence we can identify

(39) E = R×R , σ 7→ (σ(x), σ(y)) .

This identification allows us to equip E with an ind-variety structure by taking the
product on ind-variety structures on R (see Example 1):

E(k) := R(k) ×R(k) = {(p, q) ∈ R×R : deg(p) ≤ k , deg(q) ≤ k}

Clearly, E is an affine ind-variety, which is actually isomorphic to C∞. We define
the degree function on E by deg(σ) := max{deg(p), deg(q)}, where σ = (p, q) ∈ E.

Next, recall that we have defined G to be the subset of E consisting of invertible
endomorphisms that preserve w = [x, y] ∈ R. On the other hand, a well-known
theorem of Dicks, which is an analogue of the Jacobian conjecture for R, implies
that every endomorphism of R that preserve w is actually invertible (see [Co, The-
orem 6.9.4]). We will use this result to put an ind-variety structure on G.

Proposition 6. There is a unique ind-variety structure on G making the inclusion
G →֒ E a closed embedding.

Proof. Consider the map

(40) c : E → R , (p, q) 7→ [p, q] ,

where [p, q] := p q − q p is the commutator in R. Since c(E(k)) ⊆ R(2k) for all
k ≥ 0 and the restrictions ck : E(k) → R(2k) are given by polynomial equations,
(40) is a morphism of ind-varieties (in particular, a continuous map). Under the
identification (39), we have c(σ) = w for all elements σ ∈ G. Now, by Dicks’
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Theorem, G actually coincides with the preimage of w. Since c is a continuous
map (and w ∈ R is a closed point), G = c−1(w) is a closed subset in E. Letting
G(k) = G ∩ E(k) for k ≥ 0 and putting on G(k) the closed (reduced) subvariety
structure from E(k) = R(k) ×R(k), we make G a closed ind-subvariety of E. Then
G →֒ E is a closed embedding, and the uniqueness follows from Corollary 7. �

The group G equipped with the ind-variety structure of Proposition 6 is actually
an affine ind-group. Indeed, by construction, G is an affine ind-variety. We need
only to show that µ : G×G→ G, (σ, τ) 7→ σ ◦ τ−1 , is a morphism of ind-varieties.
For this, it suffices to show that for each k ≥ 0, there is m = m(k) ≥ 0 such
that µ((G × G)(k)) ⊆ G(m). But since G admits an amalgamated decomposition,
a standard inductive argument (see, e.g, [K1, Lemma 4.1]) shows that deg(τ−1) ≤

deg(τ) for all τ ∈ G. This implies that µ((G×G)(k)) ⊆ G(k2) for all k.

Remark. The full automorphism group G̃ := Aut(R) of the algebra R has also a

natural structure of an ind-group. In fact, by Dicks’ Theorem, G̃ is the preimage
of the subset {λw ∈ R : λ ∈ C∗} which is locally closed in the ind-topology of R.

By [FuM, Lemma 2], G̃ is then locally closed in E and hence has the structure of

an ind-subvariety of E with induced filtration G̃(k) = G̃ ∩ E(k).

We record two basic properties of the ind-group G which are similar to the
properties of the Shafarevich ind-group AutC[x, y] (see [Sh1, Sh2]). First, recall
(cf. [Sh2, Bl]) that an ind-variety X is path connected if for any x0, x1 ∈ X , there
is an open set U ⊂ A1

C
containing 0 and 1 and a morphism f : U → X such that

f(0) = x0 and f(1) = x1.

Lemma 11. A path connected ind-variety is connected.

Proof. Indeed, a morphism of ind-varieties f : U → X is continuous. Hence, if X
is the disjoint union of two proper closed subsets which intersect with Im(f), the
preimages of these subsets under f must be non-empty, closed and disjoint in U .
This contradicts the fact that U is connected in the Zariski topology. �

Theorem 13. The group G is connected and hence irreducible.

Proof. By Lemma 11, it suffices to show any element of G can be joined to the
identity element e ∈ G by a morphism f : U → G. By Theorem 7, any σ ∈ G
can be written as a composition σ = Φp1

Ψq1 . . . Φpn
Ψqn of transformations (11).

Rescaling the polynomials pi and qi, we define

(41) f : A1
C → G , t 7→ Φtp1

Ψtq1 . . . Φtpn
Ψtqn ,

which is obviously a morphism of ind-varieties such that f(1) = σ and f(0) = e.
Hence G is connected. On the other hand, it is known that any connected ind-group
is actually irreducible (see [Sh2, Prop. 3] and also [Ku, Lemma 4.2.5]). �

The next theorem is the analogue of [Sh1, Theorem 8].

Theorem 14. Every finite-dimensional algebraic subgroup of G is conjugate to
either a subgroup of A or a subgroup of B.

Proof. The proof is essentially the same as in the classical case; we recall it for
reader’s convenience. By definition, an algebraic subgroup H of G is a closed
subgroup which is again an ind-group with respect to the closed subvariety structure
on H(k) = H ∩G(k). In particular, each H(k) is closed in H and hence, when H is
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finite-dimensional, there is a k ≥ 0 such that H(k) = H(k+1) = . . . = H . It follows
that H ⊂ G(k) for some k, which means that

(42) deg(σ) ≤ k for all σ ∈ H .

On the other hand, by Theorem 7, every element σ ∈ G has a reduced decomposition
of the form

σ = a1 b1 . . . al bl al+1

where the bi ∈ B \ A for all 1 ≤ i ≤ l and aj ∈ A \ B for 2 ≤ j ≤ l. The number
l is independent of the choice of a decomposition and called the length of σ. As in
the case of polynomial automorphisms (see [Wr, FM]), the length and the degree
of σ are related by the formula deg(σ) = deg(b1) deg(b2) . . .deg(bl) , which shows
that any subset of G, bounded in degree, is also bounded in length. Thus (42)
implies that H is a subgroup of G bounded in length. A theorem of Serre (see [Se,
Thm 4.3.8]) then implies that H is contained in a conjugate of A or B. �

5.3. The ind-algebraic structure on Gn . We have seen in Section 3.5 that
each Gn is a maximal subgroup of G. It therefore natural to expect that Gn is an
algebraic subgroup of G. This follows formally from the next theorem.

Theorem 15. The ind-group G acts algebraically on each space Cn.

Proof. Recall that the action of G on Cn is defined by (12). To see that this action
is algebraic we first consider

(43) G×Mn(C)×2 s×Id
−−−→ G×Mn(C)×2 ι×Id

−−−→ E ×Mn(C)×2 ev
−→Mn(C)×2 ,

where s : G → G is the inverse map on G, ι : G →֒ E is the natural inclusion
and ev is the evaluation map defined by [(p, q), (X,Y )] 7→ (p(X,Y ), q(X,Y )) .
Each arrow in (43) is a morphism of ind-varieties with respect to the product ind-
variety structure on E ×Mn(C)×2; hence (43) defines an algebraic action of G on

Mn(C)×2. This restricts to an action G × C̃n → C̃n, which is also algebraic since

C̃n is a closed subvariety of Mn(C)×2. Finally, as PGLn acts freely on C̃n and G

commutes with PGLn, the quotient map G × C̃n → C̃n ։ Cn is algebraic and it
induces an algebraic action G× Cn → Cn, which is precisely (12). �

By definition, Gn is the fibre of the action map p : G → Cn, σ 7→ σ(X0, Y0) ,
over the basepoint (X0, Y0) ∈ Cn. By Theorem 15, this map is a morphism of
ind-varieties: hence, Gn is a closed subgroup of G. We believe that the following is
true.

Conjecture 3. The groups Gn are connected and hence irreducible for all n ≥ 0.

In Section 4.3, we have explicitly described the structure of Gn as a discrete
group for small n. Using this explicit description, we can easily prove

Proposition 7. Conjecture 3 is true for n = 0, 1, 2 .

Proof. For n = 0, this is just Theorem 13. The argument of Theorem 13 can be
also extended to G1 and G2, since we know explicit generating sets for these groups.
Precisely, as shown in Section 4.3.2, G1 is generated by Φp and Ψq with p ∈ C[x]
and q ∈ C[y] satisfying p(0) = q(0) = 0. Hence, for any σ ∈ G1, the morphism (41)
constructed in the proof of Theorem 13 has its image in G1, which, by Lemma 11,
implies that G1 is connected. Similarly, by (37), G2 is generated by its subgroups
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G2,x , G2,y , G
(1)
2,y and T , each of which is path connected. For example, every

σ ∈ G
(1)
2,y has the form Φ−xΨqΦx , with q ∈ C[y] satisfying q(±1) = 0. The last

condition is preserved under rescaling t 7→ tq. Hence, we can join σ to e within G
(1)
2,y

by the algebraic curve f : t 7→ Φ−xΨtqΦx. This shows that G2 is connected. �

Unfortunately, for n ≥ 3, the Bass-Serre decomposition of Gn is too complicated,
and its factors (generating subgroups of Gn) are much harder to analyze. In general,
one might try a different approach using basic topology7. First, observe that, since
G acts transitively on Cn and dim Cn <∞, the action map p : G→ Cn restricts to
a surjective morphism of affine varieties pk : G(k) → Cn for k ≫ 0. Thus there is a
fibration

(44)

G(k)
n

⊂✲ G(k)

∗
❄

✲ Cn

pk
❄
❄

Since G(k) and Cn are algebraic varieties over C, we can equip them with classical
topology: we write G(k)(C) and Cn(C) for the corresponding complex analytic
varieties. The key question then is

Question. Is (44) locally trivial in classical topology for k ≫ 0 ?

Assume (for a moment) that the answer is ‘yes’. Then, for k ≫ 0, there is an
exact sequence associated to (44):

(45) . . .→ π1 (G
(k)(C), x̃0)

(pk)∗
−−−→ π1 (Cn(C), x0)→ π0 [G

(k)
n (C)]→ 0 ,

where π0 [G
(k)
n (C)] is the set of connected components of G

(k)
n (C). Now, it is known

that Cn(C) is homeomorphic to the Hilbert scheme Hilbn(C2) and hence is simply

connected. It follows from (45) that G
(k)
n (C) is connected and hence G

(k)
n is con-

nected in Zariski topology. If this holds for all k ≫ 0 , then by [Sh2, Prop. 2] (see
also [K2, Prop. 2.4]), the ind-variety Gn must be connected.

5.4. A nonreduced ind-scheme structure on G. In this section, we define
another ind-algebraic structure on the group G. Although, strictly speaking, this
structure does not obey Shafarevich’s definition, in some respects, it is more natural
than the one introduced in Section 5.2.

Recall that, set-theoretically, G can be identified with the fibre over w = [x, y]
of the commutator map c : E → R , see (40). As shown in Section 5.2, c is a
morphism of two affine ind-varieties equipped with canonical filtrations. Let ck :
E(k) → R(2k) denote the restriction of c to the corresponding filtration components;
by construction, E(k) and R(2k) are finite-dimensional vector spaces and ck is a
polynomial map. Now, for each k ≥ 0, we define G(k) to be the scheme-theoretic
fibre of ck over the closed point w ∈ R(2k) : that is,

G(k) := Spec C[E(k)]/c∗k(mw)

where mw ⊂ C[R(2k)] is the maximal ideal corresponding to w. Clearly, for all k,
we have closed embeddings of affine schemes

(46) . . . →֒ G(k−1) →֒ G(k) →֒ G(k+1) →֒ . . .

7We thank P. Etingof for suggesting us this idea.
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induced by the natural inclusions E(k−1) ⊂ E(k) ⊂ E(k+1). Moreover, if we identify
G(k) (the set-theoretic fibre of ck) with SpecC[G(k)]red , we get the commutative
diagram of affine schemes

(47)

. . . ⊂✲ G(k−1) ⊂✲ G(k) ⊂✲ G(k+1) ⊂ ✲ . . .

. . . ⊂✲ G(k−1)

❄

⊂✲ G(k)
❄

⊂✲ G(k+1)

❄

⊂ ✲ . . .

with vertical arrows corresponding to the algebra projections C[G(k)] ։ C[G(k)]red.
The filtration (46) defines on G the structure of an affine ind-scheme8, which we

denote by G. The diagram (47) gives a canonical morphism of affine ind-schemes

(48) i : G→ G

that reduces to the identity map on the underlying sets. We will prove

Proposition 8. The map i is not an isomorphism of affine ind-schemes.

We begin with general remarks on tangent spaces. Recall that, if X is an affine
C-scheme and x ∈ X a closed point, the (Zariski) tangent space to X at x is defined
by TxX := (mx/m

2
x)

∗, or equivalently

TxX = Der(C[X ],Cx) ,

where Cx = C is viewed as a C[X ]-module via the algebra map C[X ] → C corre-
sponding to x. A morphism f : X → Y of affine schemes defines an algebra map
f∗ : C[Y ]→ C[X ], which in turn, induces the linear map

dfx : TxX → TyY , ∂ 7→ ∂ ◦ f∗ ,

called the differential of f at x. The kernel of dfx is canonically isomorphic to
the tangent space of Z := SpecC[X ]/f∗(my) , the scheme-theoretic fibre of f over
y = f(x), and we identify

TxZ = Ker(dfx) .

If X, Y are varieties and Z := Zred = f−1(y) is the (set-theoretic) fibre of f , then
there is a canonical map i : Z →֒ Z, which, for all x ∈ Z, induces an inclusion

(49) dix : TxZ →֒ TxZ = Ker(dfx) .

In particular, if Z is reduced (i.e., i is an isomorphism), then TxZ = Ker(dfx).
Now, let X be an affine ind-variety with filtration {X(k)}. For any x ∈ X , there

is k0 ≥ 0 such that x ∈ X(k) for all k ≥ k0. Hence, the filtration embeddings
X(k) →֒ X(k+1) induce the sequential direct system of vector spaces

TxX
(k) → TxX

(k+1) → TxX
(k+2) → . . . ,

and the corresponding direct limit TxX := lim
−→k

TxX
(k) is called the tangent space

to X at x (cf. [Ku, 4.1.4]). If X = V is an ind-vector space filtered by finite-
dimensional subspaces V (k) (see Example 2), then, for each k ≥ 0, we can identify
TxV

(k) = V (k), using the canonical isomorphism

(50) V (k) ∼
→ TxV

(k) , v 7→ ∂v,x ,

8By an affine ind-scheme we mean a countable inductive limit of closed embeddings in the cat-
egory of affine C-schemes (cf. [K2, K3]). Clearly, any affine ind-variety in the sense of Section 5.1
is an example of an affine ind-scheme.
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where ∂v,x ∈ Der(C[V ],C) is defined by ∂v,xF = ∂vF (x) := (d/dt)[F (x+ vt)]t=0 .

With these identifications, the natural inclusions TxV
(k) = V (k) →֒ V induce an

injective linear map TxV = lim
−→k

TxV
(k) →֒ V , which is actually an isomorphism,

since lim
−→k

V (k) =
⋃

k≫0 V
(k) = V . Thus, just as in the finite-dimensional case, we

can identify TxV = V using (50).
Next, let f : V → W be a morphism of ind-varieties, each of which is an ind-

vector space of countable dimension. Fix w ∈ W and let Z := f−1(w) be the
(set-theoretic) fibre of f over w. Assume that Z 6= ∅ and put the induced topology
on Z, i.e. Z(k) = Z ∩ V (k). Then, there is k0 ≥ 0 such that w ∈ Im(fk) for all
k ≥ k0, and we obviously have Z(k) = f−1

k (w), where fk : V (k) → W (m) is the

restriction of f to V (k). Let Z(k) := SpecC[V (k)]/f∗
k (mw) be the scheme-theoretic

fiber of fk over w ∈W (k), and let ik : Z(k) →֒ Z(k) be the canonical maps. Then,
by (49), we have

(dik)x : TxZ
(k) →֒ TxZ

(k) = Ker (dfk)x

for all k ≥ k0. Hence

TxZ := lim
−→

TxZ
(k) →֒ lim

−→
Ker (dfk)x = TxZ .

On the other hand, since lim
−→

preserves exact sequences, the exactness of

0→ Ker (dfk)x → V (k) (dfk)x
−−−−→W (m)

implies lim
−→

Ker(dfk)x = Ker (df)x = {v ∈ V : ∂vf(x) = 0} . Thus,

(51) TxZ = {v ∈ V : ∂vf(x) = 0} ,

and the differential of i : Z → Z induces an inclusion dix : TxZ →֒ TxZ , which
is an isomorphism whenever the fibres of fk are reduced for all k ≫ 0.

To prove Proposition 8 we apply the above remarks to the morphism c : E → R.
Under (39), the identity element of G corresponds to e = (x, y) ∈ E, and for any
v = (u, v) ∈ R2, we have

∂vc(e) = (d/dt)[c(e + tv)]t=0 = [x, v] + [u, y] .

Hence, by (51), we can identify

(52) TeG = {(u, v) ∈ R2 : [x, v] + [u, y] = 0} .

and the differential of (48) gives an embedding

(53) die : TeG →֒ TeG .

Proof of Proposition 8. It suffices to show that (53) is not surjective. We identify
TeG with the image of die and show that TeG 6= TeG. To this end we will use
the canonical anti-involution on the algebra R defined by x† = x and y† = y and
(ab)† = b†a† for all a, b ∈ R. The elements of R invariant under † are called
palindromic: we write R† := {a ∈ R : a† = a}. Extending † to E = R2 by
(p, q)† := (p†, q†), we get an (auto)morphism of the ind-variety E. Now, it is known
(see [SY, Corollary 1.5]) that the map † : E → E restricts to the identity map on
G and hence induces the identity map on TeG. This means that TeG ⊆ (TeG)

†,
where (TeG)

† := {(u, v) ∈ TeG : u† = u , v† = v}. Thus it suffices to show that
(TeG)

† 6= TeG. This can be verified directly: for example, take in R the following
elements

a = xy2x2 + x2yxy + yx2yx , b = yx2y2 + y2xyx+ xy2xy
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and define u := a − a† and v := b − b†, so that u† = −u and v† = −v. Then
obviously (u, v) 6∈ (TeG)

†, but a trivial calculation shows that (u, v) ∈ TeG. �

Remarks. 1. The proof of Proposition 8 shows that the schemes G(k) are actually
nonreduced for k ≥ 5.

2. There is an intrinsic Lie algebra structure on TeG coming from the fact that
G is an ind-group (cf. [Sh2], [Ku, Sect. 4.2]). With identification (52), the Lie
bracket on TeG can be described as follows. Let Der(R) be the Lie algebra of
linear derivations of R, and let Derw(R) be the subalgebra of Der(R) consisting of
derivations that vanish at w. Identify Der(R) = R2 via the evaluation map δ 7→
(δ(x), δ(y)) . Then TeG ⊂ R2 corresponds precisely to Derw(R) and the Lie bracket
on TeG corresponds to the commutator bracket on Derw(R). Thus, as was originally
suggested in [BW], there is an isomorphism of Lie algebras Lie(G) ∼= Derw(R) .

3. Proposition 8 shows that the Lie algebra Lie(G) of the ind-group G is a
proper subalgebra of Lie(G). In fact, Lie(G) ⊆ Lie(G)† $ Lie(G). We expect
that Lie(G) is generated by the two abelian Lie subalgebras Lie(Gx) and Lie(Gy),
which are spanned by the derivations {(xk, 0)}k∈N and {(0, ym)}m∈N (cf. [EG,
Question 17.10]).

4. There is an appealing description of the Lie algebra Derw(R), due to Kont-
sevich [Ko] (see also [G] and [BL]). Specifically, Derw(R) can be identified with
L̄ := R/([R,R] + C) , the space of cyclic words in the variables x and y. The
Lie bracket on Derw(R) corresponds to a Poisson bracket on L̄ defined in terms of
cyclic derivatives (see [Ko, Sect. 6]). Note that the Lie algebra L̄ has an obvious
one-dimensional central extension: L := R/[R,R]. By a theorem of Ginzburg [G],
the varieties Cn can be naturally embedded in L∗ as coadjoint orbits, and thus can
be identified with coadjoint orbits of a central extension of G. Conjectures 1 and 2
in Section 3.6 suggest that Ginzburg’s theorem extends to all configuration spaces

C
[k]
n and their products C

[k1]
n1
× C

[k2]
n2
× . . .× C

[km]
nm (with ni 6= nj).

6. Borel Subgroups

In this section, we will study the Borel subgroups of Gn and prove our main
classification theorems stated in the Introduction. Recall that the natural action
of the group G on C2 is faithful (see Proposition 1 and remark thereafter). Using
this action, we will identify G as a discrete group with a subgroup of polynomial
automorphisms in Aut(C2) : in other words, we will think of the elements of G (and
hence Gn) as automorphisms of C2. This will allow us to apply the results of [FM]
and [L]. On the other hand, to define Borel subgroups we will regard G and Gn as
topological groups with (reduced) ind-Zariski topology introduced in Section 5.

6.1. Friedland-Milnor-Lamy classification. By [FM], the elements of G can
be divided into two separate classes according to their dynamical properties as
automorphisms of C2: every g ∈ G is conjugate to either an element of B or a
composition of generalized Hénon automorphisms of the form:

σ g σ−1 = g1 g2 . . . gm ,

where gi = (y, x + qi(y)) with polynomials qi(y) ∈ C[y] of degree ≥ 2 . We say
that g is of elementary or Hénon type, respectively. A subgroup H ⊆ G is called
elementary if each element of H is of elementary type.
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It is convenient to reformulate this classification in terms of the action of G on the
standard tree T associated to the amalgam G = A∗U B. By definition, the vertices
V (T ) of T are the left cosets G/A ⊔ G/B , while the set of edges is E(T ) = G/U .
The group G acts on T by left translations. Notice that if g ∈ G fixes two vertices
in T , then it also fixes all the vertices linking these two vertices; thus, for each
g ∈ G, we may define a subtree Fix(g) ⊆ T fixed by g. More generally, if H is a
subgroup of G, following [L], we put Fix(H) := ∩g∈H Fix(g). It is easy to see that
Fix(g) is non-empty iff g is elementary, and Fix(g) = ∅ iff g is of Hénon type.
In the latter case, following [Se], we may define the geodesic of g to be the set of
vertices of T that realizes the infimum infp∈V (T ) dist(p, g(p)) , where dist(p, q) is
the number of edges of the shortest path joining the vertices p and q in T .

The following theorem is a consequence of the main result of S. Lamy.

Theorem 16 ([L]). Let H be a subgroup of G. Then, one and only one of the
following possibilities occurs:

(I) H is an elementary subgroup conjugate to a subgroup of A or B.
(II) H is an elementary subgroup which is not conjugate to a subgroup of A or

B. Then H is countable and abelian.
(III) H contains elements of Hénon type, and all such elements in H share the

same geodesic. Then H is solvable and contains a subgroup of finite index
isomorphic to Z.

(IV) H contains two elements of Hénon type with distinct geodesics. Then H
contains a free subgroup on two generators.

Remarks. 1. Theorem 16 is essentially Théorème 2.4 of [L], except that this last
paper is concerned with subgroups of the full automorphism group Aut(C2). As
a subgroup of Aut(C2), G coincides with the kernel of the Jacobian map Jac :
Aut(C2)→ C∗, which splits and gives an identification Aut(C2) ∼= G⋊C∗ . Using
this we can easily deduce Theorem 16 from [L, Théorème 2.4]. Indeed, if H is an
elementary subgroup of G, then (by definition) it is elementary in Aut(C2) and
hence is either of type I or type II in that group. If H is of type II in Aut(C2)
then it is automatically of type II in G. If H is of type I in Aut(C2), then, by [L,

Théorème 2.4], it can be conjugate to a subgroup H̃ of Aut(C2), which is either

in A ⋊ C∗ or B ⋊ C∗. But Jac(H̃) = Jac(H) = 1, hence H̃ ⊂ G, and since

Aut(C2) ∼= G⋊C∗ . we can conjugate H to H̃ within G. For types III and IV, the
implication Théorème 2.4 ⇒ Theorem 16 is automatic.

2. We have added to [L, Théorème 2.4] that any subgroup H of type III contains
a finite index subgroup isomorphic to Z. Indeed, by [L, Prop. 4.10], all subgroups of
G satisfying property (III) for a fixed geodesic generate a unique largest subgroup,
which contains a copy of Z as a subgroup of finite index. The last condition means
that H ∩ Z is a subgroup of finite index in H ; hence H either contains H ∩ Z ∼= Z
as a subgroup of finite index or is finite (if H ∩ Z = {1}). It remains to note that
the last possibility does not occur, since, by [Se, Theorem 8, Sect. I.4.3], any finite
subgroup of G is conjugate to a subgroup of A or B and hence is of type I.

As a consequence of Theorem 16, the following Tits alternative holds for G (cf.
[L], Corollary 2.5): every subgroup of G contains either a solvable subgroup of finite
index or a non-abelian free group.
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6.2. Solvable subgroups of G. We begin with the following observation which
may be of independent interest.

Lemma 12. For g ∈ G, one and only one of the following possibilities occurs:

(a) g is elementary, and 〈g〉 ∼= Z ,
(b) g is elementary and 〈g〉 ∼= Zn for some n ≥ 1 ,
(c) g is Hénon type and 〈g〉 ∼= Z .

Moreover, 〈g〉 is a closed subgroup of G if and only if it is as in (b) or (c).

Proof. By the Friedland-Milnor classification, any element of G is either elementary
(i.e. conjugate to an element of B) or of Hénon type.

Suppose that g is elementary. Then we may assume that g is contained in B.
If g has finite order, 〈g〉 ∼= Zn for some n ≥ 1. Since 〈g〉 is finite, it is a closed
subgroup of G. If g has infinite order then 〈g〉 ∼= Z. Moreover 〈g〉 ⊂ G(k), for some
k, where G(k) is k-th filtration component of G. Since ‖〈g〉‖ is countable, it cannot
be closed in G(k).

Suppose g is of Hénon type. For a Hénon automorphism, the sequence {deg(gk)}∞k=1

is strictly increasing, and we have limk→∞ deg(gk) =∞. For any n > 0, G(n) ∩ 〈g〉
is finite and hence closed. Thus 〈g〉 is equipped with an increasing filtration of
closed sets therefore it is an ind-subgroup of G. �

Proposition 9. Let H be a subgroup of G with either of the following properties:
(S1) H is a solvable group without a proper subgroup of finite index,
(S2) H is a connected solvable group.
Then H cannot be of type III (in the nomenclature of Theorem 16).

Proof. Suppose H is a type III subgroup. Then H is a subgroup of the group K
explicitly described in [L, Proposition 4.10]. By the proof of this proposition, K
has a finite index subgroup generated by a Hénon type element. We denote this
subgroup by K1. Since H ⊆ K, we have H/(H ∩K1) ⊆ K/K1 and H/(H ∩K1) is
finite. This shows that H with property (S1) cannot be of type III, since H ∩K1

is a subgroup of finite index in H .
Since K1 is closed in G, by Lemma 12(c), H ∩ K1 is closed in H . Therefore

H =
⋃n

i=1 gi(H ∩K1) is the disjoint union of closed subsets. Since H is connected,
we must have H ∩K1 = H , hence H ⊆ K1. It follows that either H = 〈g〉 for some
g ∈ K1 or H = 1. One can easily see that H = 〈g〉 cannot be connected: H1 = 〈g2〉
is its closed subgroup of index 2, hence H = gH1∪H1 is the disjoint union of closed
subsets. Therefore H = 1. This proves (S2). �

6.3. Borel subgroups of G. Recall that a subgroup of a topological group is
called Borel if it is connected, solvable and maximal among all connected solvable
subgroups. For basic properties of Borel subgroups we refer to [Bo1, § 11]. We only
note that any Borel subgroup is necessarily a closed subgroup.

We begin with the following proposition which establishes the main properties
of the subgroup of triangular automorphisms in G.

Proposition 10. Let B be the subgroup of G defined by (9). Then

(a) B is a solvable group of derived length 3.
(b) Fix(B) = {1 ·B} consists of a single vertex.
(c) NG(B) = B.
(d) B is a connected subgroup of G.



34 YURI BEREST, ALIMJON ESHMATOV, AND FARKHOD ESHMATOV

(e) B is a maximal solvable subgroup of G.

In particular, B is a Borel subgroup of G.

Proof. (a) One can easily compute the derived series of B , which is given by

B(1) = {(x+ p(y), y + f) | f ∈ C , p(y) ∈ C[y]} , B/B(1) ∼= C∗

B(2) = {(x+ p(y), y) | p(y) ∈ C[y]} , B(1)/B(2) ∼= C

(b) It is clear that Fix(B) contains {1 · B}. Now, by [L, Proposition 3.3], there
is an element f ∈ B such that Fix(f) = {1 · B}. Hence Fix(B) = {1 ·B}.

(c) Let g ∈ NG(B), i.e. g−1Bg ⊆ B. Then B ⊆ gBg−1. Hence B must also fix
the vertex g · B. By part (b), g ·B = 1 · B and g ∈ B.

(d) By Lemma 11, it suffices to show that B is path connected. Let b = (tx +
p(y), t−1y+f) be an arbitrary element in B. Consider bs = (tx+s p(y), t−1y+s f) ∈
B for s ∈ C. We have b0 = (tx, t−1y) and b1 = b. Thus, every element of B is
connected to the subgroup T = {(tx, t−1y) | t ∈ C∗}. On the other hand, T is path
connected, hence B is path connected as well.

(e) Suppose B is contained in a solvable subgroup H ⊂ G. Then, H is a solvable
group of length at least 3. Then, by Theorem 16, it is either of type I or type III.
By Proposition 9, it can be only of type I: i.e., it is conjugate to a subgroup of
either A or B. Suppose that there is g ∈ G such that g−1Bg ⊆ g−1Hg ⊂ A. Then
B ⊂ gAg−1. This implies that B fixes the vertex g ·A, which contradicts part (b).
Suppose that there is g ∈ G such that g−1Bg ⊆ g−1Hg ⊂ B. Once again, we can
conclude that B fixes g · B and hence g ∈ B by (b). It follows that B = H and
hence B is maximal solvable. �

Now, we can prove Theorem 3 from the Introduction.

Proof of Theorem 3. Let H be a Borel subgroup of G. Then, by classification of
Theorem 16, H can only be a subgroup of type I. Indeed, it is obvious thatH cannot
be of type IV (since it is solvable); it cannot be of type III (by Proposition 9), and
it cannot be of type II, since, by [L, Proposition 3.12], any type II subgroup of G is
given by a countable union of finite cyclic groups and hence is totally disconnected
in the ind-topology of G (cf. [Ku, 4.1.3(5)]). Thus H is conjugate to either a
subgroup of A or a subgroup of B. In the first case, it must be a Borel subgroup of
A. Since A is a connected algebraic subgroup of G, by the classical Borel Theorem,
all Borel subgroups of A are conjugate to each other. Since U is a Borel in A, H
must be conjugate to U . This obviously contradicts the maximality of H since U is
properly contained in B. Hence H is conjugate to a subgroup of B; by maximality,
it must then be conjugate to B. �

The next lemma is elementary: we recall it for reader’s convenience (the proof
can be found, for example, in [H]).

Lemma 13. Let G be an abstract group.

(a) If G has a proper subgroup of finite index then G has a proper normal
subgroup of finite index.

(b) If G has no proper subgroup of finite index then any homomorphic image
of G has no proper subgroup of finite index.

(c) If G is solvable and has no proper finite index subgroup, then it is infinitely
generated.



DIXMIER GROUPS 35

Using Lemma 13, we can now prove

Lemma 14. The group B contains no proper subgroups of finite index.

Proof. Suppose H is a proper finite index subgroup of B. By Lemma 13(a), we
may assume that H is normal. Consider the quotient map p1 : B ։ B/B(1) ∼= C∗.
Then, the image of H under p1 is a finite index subgroup of C∗. But C∗ has no
proper finite index subgroups. Hence p1(H) = B/B(1) and therefore B = B(1)H .
Now, let H1 := B(1) ∩H . Then

(54)
B

H
=

B(1)H

H
∼=

B(1)

H1
.

This implies that H1 is a finite index subgroup of B(1). Next, we consider p2 :
B(1) ։ B(1)/B(2) ∼= C. Again, p2(H1) is a finite index subgroup of C. Since
C has no proper finite index subgroups, we conclude p2(H1) = B(1)/B(2). Hence
B(1) = B(2)H1, and we have

(55)
B(1)

H1

∼=
B(2)

B(2) ∩H1
.

Thus B(2)∩H1 is a finite index subgroupB(2). On the other hand B(2) ∼= C[y] which
has no proper finite index subgroups. Hence B(2) ∩H1 = B(2), which implies that
B(2) is a subgroup ofH1. Next, since B

(1) = B(2)H1, we haveB
(1) = H1 = B(1)∩H .

From this last equality we see that B(1) ⊆ H . Finally, from B = B(1)H we get
H = B. This contradicts the properness of H . �

Before characterizing the Borel subgroups of G, we recall a classical character-
ization of solvable subgroups of GLn(C) due to A. I. Maltsev. Maltsev’s theorem
can be viewed as a generalization of the Lie-Kolchin Theorem (cf. [Sp, 6.3.1]): for
its proof we refer to [LR, Theorem 3.1.6].

Theorem 17 (Maltsev). Let Γ be any solvable subgroup of GLn(C). Then Γ has a
finite index normal subgroup which is conjugate to a subgroup of upper triangular
matrices.

We are now in position to prove Steinberg’s Theorem for the group G.

Theorem 18. Let H be a non-abelian subgroup of G. Then H is Borel iff

(B1) H is a maximal solvable subgroup of G ,
(B2) H contains no proper subgroups of finite index.

Proof. (⇒) Suppose H is Borel. Then, by Theorem 3, H is conjugate to B. Hence,
by Proposition 10 and Lemma 14, H satisfies (B1) and (B2) respectively.

(⇐) Let H be a non-abelian subgroup of G satisfying (B1) and (B2). Then, by
Theorem 16, it is either of type I or type III. By Proposition 9, it cannot be of
type III. Therefore, it is conjugate to a subgroup of A or B. Suppose that H is
conjugate to a subgroup of A. The image of composition g−1Hg → A→ SL2(C) is
then a solvable subgroup of SL2(C). We denote this group by S. By Theorem 17,
S has a finite index normal subgroup T , which is a subgroup of upper triangular
matrices in SL2(C). By Lemma 13(b), the group S, being the image of H , contains
no proper subgroups of finite index. Thus, S = T and H is conjugate to a subgroup
of U , which is a proper solvable subgroup of B. This contradicts the assumption
that H is a maximal solvable subgroup of G. Hence, H can be only conjugate to a
subgroup of B. Since H is maximal solvable, it must be conjugate to B itself. �
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Theorem 18 is the special case of Theorem 6 corresponding to n = 0. We now
turn to the general case.

6.4. Borel subgroups of Gn. We begin with some technical lemmas. First, recall
that, for any element g = (P,Q) ∈ G, we defined its degree in G by

deg(g) := max{deg(P ), deg(Q)} ,

where deg(P ) and deg(Q) are the degrees of P = P (x, y) and Q = Q(x, y) in the
free algebra C〈x, y〉 (cf. Section 5.2). It is easy to see that deg(g) thus defined
coincides with the degree of g viewed as an automorphism of C2.

Lemma 15. Let H be a subgroup of B with the property that for any N > 0 ,
there is h ∈ H such that deg(h) > N . If H ⊆ g−1B g ∩ B for some g ∈ G, then
g−1B g ∩B = B and g ∈ B.

Proof. If g ∈ B, then g−1B g = B and therefore g−1B g ∩ B = B. Assume now
that g ∈ G\B. Then we can write g = w0w1 . . . wl, where w0 ∈ U and {w1, . . . , wl}
are representatives of some cosets in A/U or B/U . Without loss of generality, we
may assume that w0 = 1 and w1 is a coset representative from A/U . Then

(56) g−1B g ∩ B = (w−1
l . . . w−1

2 w−1
1 U w1 w2 . . . wl) ∩ B ,

since g−1(B\U) g consists of words of length 2l + 1 and g−1(B\U) g ∩ B = ∅.
Let deg(g) = n. Then, by [K1, Lemma 4.1], deg(g−1) ≤ n , and the degrees of all
elements in (56) are at most n2. This contradicts the assumption that (56) contains
H whose elements have arbitrary large degrees. �

Now, for g ∈ G, we define Bg := g−1B g ∩ Gn. Clearly, Bg is a subgroup of
Gn that depends only on the right coset of g ∈ G (mod B). We write Vn(B) :=
{Bg}g∈B for the set of all such subgroups of Gn and note that Gn acts on Vn(B)
by conjugation.

Lemma 16. The assignment g 7→ Bg induces a bijection

η : B\G
∼
→ Vn(B) ,

which is equivariant under the (right) action of Gn.

Proof. It is clear that the map η is well defined and surjective. We need only to
prove that η is injective. Suppose that g−1

1 B g1 ∩ Gn = g−1
2 B g2 ∩ Gn for some

g1, g2, ∈ G. Then

g2 g
−1
1 B g1 g

−1
2 ∩ g2 Gn g

−1
2 = B ∩ g2 Gn g

−1
2 ,

which implies B ∩ g2Gn g−1
2 ⊆ g2 g

−1
1 B g1 g

−1
2 ∩ B . Now, observe that B ∩

g2Gn g−1
2 = StabB[g2 · (X0, Y0)] . Hence H := B ∩ g2 Gn g

−1
2 satisfies the assump-

tions of Lemma 15, and we conclude: g2 g
−1
1 B g1 g

−1
2 = B and g1 g

−1
2 ∈ B. It

follows that Bg1 = Bg2. To see the equivariance of η, for h ∈ Gn, we compute

Bgh := (gh)−1B (gh) ∩ Gn = h−1(g−1B g ∩ Gn)h = h−1Bg h .

�

Dividing the map η of Lemma 16 by the action of Gn, we get

(57) Cn/B
∼
→ Vn(B)/AdGn ,

where we have identified B\G/Gn = Cn/B via B g Gn ↔ B g(X0, Y0) .
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Notice that Vn(B) is the set of B-vertex groups of the graph Γn constructed in
Section 4.2. The next lemma gives a simple description of all vertex groups of Γn.

Lemma 17. If n ≥ 1, then, for any g ∈ G, there is

(1) g̃ ∈ Ag such that g−1 Ag ∩ Gn = g̃−1 SL2(C) g̃ ∩ Gn ,
(2) g̃ ∈ Bg such that g−1B g ∩ Gn = g̃−1 (T ⋉Gy) g̃ ∩ Gn .

In particular, every B-vertex group of Γn is a solvable subgroup of Gn of derived
length ≤ 2.

Proof. This follows from the fact that each A- and B-orbit in Cn contains a point
(X,Y ) with Tr(X) = Tr(Y ) = 0 . Indeed, both A and B contain translations, so
we can move (X,Y ) to (X − 1

n
Tr(X) I, Y − 1

n
Tr(Y ) I) along the orbits. �

Proposition 11. Let Bg ∈ Vn(B). Then

(a) Bg is a solvable group of derived length ≤ 2 .
(b) NGn

(Bg) = Bg .
(c) Bg is a maximal solvable subgroup of Gn .

Proof. (a) By Lemma 17, Bg is isomorphic to a subgroup of T ⋉Gy. Since T ⋉Gy

is solvable of derived length 2, Bg is solvable of derived length at most 2.
(b) follows from Lemma 16 and the (obvious) fact that StabGn

(Bg) = Bg .
(c) Let H be a solvable subgroup of Gn containing Bg. Since H is uncountable,

by Theorem 16, it can only be of type I: i.e, conjugate either to a subgroup of A or
a subgroup of B. In the the first case, Bg ⊆ H ⊆ h−1Ah ∩ Gn for some h ∈ Gn.
This is impossible, since Bg contains elements of arbitarary large degree. Hence,
H can only be conjugate to a subgroup of B, i.e. Bg ⊆ H ⊆ h−1B h ∩ Gn, and
therefore hBg h

−1 ⊆ (gh−1)−1B gh−1 ∩ B . By Lemma 15, this implies gh−1 ∈ B ,
whence the equality Bg = Bh. �

Theorem 19. Any Borel subgroup of Gn equals Bg for some g ∈ G.

Proof. Suppose H is a Borel subgroup of Gn. Then H is a connected solvable
subgroup of G, and hence, by Theorem 16, it must be of type I or type III. By
Proposition 9, it can only be of type I: i.e. conjugate to a subgroup of A or B. In
the first case, by Lemma 17(1), it can be conjugated to a subgroup of SL2(C). In
fact, since H is connected and solvable, it can be conjugated to a subgroup of upper
triangular matrices: U0 = U ∩ SL2(C) ⊆ U . In particular, there is g ∈ G such
that H ⊆ g−1U g ∩ Gn which is always a proper subgroup of g−1B g ∩ Gn This
contradicts the maximality of H . Thus H can only be conjugated to a subgroup of
B, i.e. there is g ∈ G such that H ⊆ g−1B g ∩ Gn. Since H is a maximal solvable
subgroup of Gn, we must have H = g−1B g ∩ Gn = Bg. �

As a consequence of Theorem 19 and Proposition 11(b), we get the following
infinite-dimensional generalization of a well-known theorem of Borel [Bo1].

Corollary 8. Any Borel subgroup of Gn equals its normalizer.

Now, let Bn denote the set of all Borel subgroups of Gn. By Theorem 19, we
have a natural inclusion ι : Bn →֒ Vn(B) , which is obviously equivariant with
respect to the adjoint action of Gn. Taking quotients by this action and combining
the induced map of ι with the inverse of (57), we get

(58) Bn/AdGn →֒ Cn/B ,



38 YURI BEREST, ALIMJON ESHMATOV, AND FARKHOD ESHMATOV

which is precisely the embedding (1) mentioned in the Introduction. Our aim now
is to prove Theorem 4. We begin by recalling the following important fact proved
by G. Wilson in [W, Sect. 6].

Theorem 20 ([W]). For each n, the variety Cn has exactly p(n) torus-fixed points
(X,Y ) which are in bijection with the partitions of n. These points are characterized
by the property that both X and Y are nilpotent matrices.

We will refer to points (X,Y ) ∈ Cn, with X and Y being nilpotent matrices, as
‘nilpotent points.’ The next observation is an easy consequence of Theorem 20.

Corollary 9. Let Γ be a subgroup of T containing a cyclic group of order > n
(possibly infinite). If a point (X,Y ) ∈ Cn is fixed by Γ then it is also fixed by T .

Proof. If (X,Y ) is fixed by Γ, then Tr(Xk) and Tr(Y k) vanish for all k ≤ n. Hence
Tr(Xk) = Tr(Y k) = 0 for all k > 0. This means that X and Y are both nilpotent
matrices, and the claim follows from Theorem 20. �

Next, for each (X,Y ) ∈ Cn, we define the following canonical map

(59) χ(X,Y ) : StabB(X,Y ) →֒ B ։ B/[B,B] .

Note that the image of (59) depends only on the B-orbit of (X,Y ) in Cn (not on the
specific representative). The target of (59) plays the role of an ‘abstract’ Cartan
subgroup of G, which (just as in the finite-dimensional case, cf. [CG, Sect. 3.1])
can be identified with a maximal torus:

(60) B/[B,B] ∼= T , [(tx + p(y), t−1y + f)] ↔ (tx, t−1y) .

In terms of (59), we can give the following useful characterization of B-orbits with
T -fixed points.

Lemma 18. A B-orbit of (X,Y ) ∈ Cn contains a T -fixed point if and only if the
map χ(X,Y ) is surjective. For this, it suffices that the image of χ(X,Y ) contains an
element of order > n .

Proof. First, in view of (60), it is obvious that χ(X,Y ) is surjective if T ⊆ StabB(X,Y ).
For the converse, we will prove the existence of a T -fixed point under the assump-
tion that χ(X,Y ) contains an element of order > n . By this assumption, there is

an element h = (tx+ p(y), t−1y+ f) ∈ StabB (X,Y ) such that t has order ≥ n+1
in C∗. By the Cayley-Hamilton Theorem, we may assume that deg p(y) ≤ n− 1 .
Applying the automorphism b1 := (x− 1

n
Tr(X), y− 1

n
Tr(Y )) ∈ B to (X,Y ), we get

a point (X1, Y1) with Tr(X1) = Tr(Y1) = 0. Hence b1 [StabB (X,Y )] b−1
1 ⊆ T ⋉Gy

and h1 = b1 h b
−1
1 = (tx+ p1(y), t

−1y) with deg p1(y) ≤ n− 1 . We now show that

h1 can be conjugated to (tx, t−1y). Indeed, write p1(y) =
∑n−1

i=0 aiy
i and conjugate

b2 h1 b
−1
2 = (tx+ tq(y)− q(t−1y) + p1(y), t

−1y) ,

where b2 := (x+ q(y), y) with q(y) =
∑n−1

i=0 ciy
i ∈ C[y] . Setting

tq(y)− q(t−1y) + p1(y) = 0 ,

we get a linear system for the coefficients of q(y) of the form

ci(t− t−i) = ai i = 0, . . . , n− 1 .

Hence, if we take ci = ai (t−t
−i)−1 for b2 and set b := b2b1, then b h b−1 = (tx, t−1y).

Thus b [StabB(X,Y )] b−1 contains (tx, t−1y). By Corollary 9, we now conclude that
b · (X,Y ) is a nilpotent point, and hence, by Theorem 20, it is T -fixed. �
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Now, for (X,Y ) ∈ Cn, let Gy(X,Y ) denote the stabilizer of (X,Y ) in Gy. Note
that Gy(X,Y ) ⊆ StabB(X,Y ) for any (X,Y ), since Gy ⊂ B. The next lemma is a
direct consequence of Proposition 13, which is proved in Section 6.6; it shows that
all groups Gy(X,Y ) are path connected (and hence connected).

Lemma 19. For any (X,Y ) ∈ Cn, if (x+q(y), y) ∈ Gy(X,Y ), then (x+λq(y), y) ∈
Gy(X,Y ) for any λ ∈ C.

We now give a classification of B-orbits in Cn and their isotropy groups.

Proposition 12. For a B-orbit OB in Cn, one and only one of the following
possibilities occurs:

(A) T acts freely on OB, StabB(X,Y ) = Gy(X,Y ) and the map χ(X,Y ) is
trivial (i.e., its image is 1) for every (X,Y ) ∈ OB.

(B) OB contains a T -fixed (X,Y ) , StabB(X,Y ) = T ⋉Gy(X,Y ), and the map
of χ(X,Y ) is surjective.

(C) OB contains a point (X,Y ) such that StabB(X,Y ) = Zk ⋉ Gy(X,Y ) for
some 0 < k ≤ n, and the image of χ(X,Y ) is isomorphic to Zk.

Proof. Let OB be a fixed B-orbit. For any (X,Y ) ∈ OB, the character map (59)
combined with (60) gives the short exact sequence

(61) 1 → Gy(X,Y ) → StabB(X,Y ) → K → 1

where K is the image of χ(X,Y ) in T .
If K = 1 for some point in OB, then K = 1 for all (X,Y ) ∈ OB and hence

StabB(X,Y ) = Gy(X,Y ) for all (X,Y ) ∈ OB , which means that T acts freely on
OB. This is case (A).

IfK contains an element of order≥ n+1 (possibly∞) for some point inOB, then,
by Lemma 18, OB contains a T -fixed point (X,Y ) and K = T . Then StabB(X,Y )
contains T , the above short exact sequence splits, and we have StabB(X,Y ) =
T ⋊Gy(X,Y ). This is case (B).

Finally, assume that neither (A) nor (B) holds. Then, by Lemma 17, there is
still a point (X,Y ) ∈ OB such that StabB(X,Y ) ⊆ T ⋉ Gy. By our assumption,
the corresponding K ⊂ T must be a cyclic group of order k for 0 < k ≤ n. Let
(λ, λ−1) ∈ K be the generator of K. Write φ = (λx+ p(y), λ−1y) for the preimage
of (λ, λ−1) in StabB(X,Y ). Iterating φ , we get

φk = (x+

k
∑

j=1

λk−jp(λ1−jy), y)

Explicitly, if p(y) =
∑m

i=0 aiy
i , then the coefficient under yi in the first component

of φk is equal to

ai

k
∑

j=1

λ−k−j+(1−j)i = aiλ
i

k
∑

j=1

λ−j(i+1)

Since
∑k

j=1 λk−j = 0, all these coefficients vanish except those with i ≡ −1 (modk) .

Thus φk = (x + k p1(y), y) , where p1(y) = ak−1y
k−1 + a2k−1y

2k−1 + . . . is a
polynomial obtained from p(y) by removing all coefficients except those with i ≡
−1 (modk) . Since φk ∈ StabB(X,Y ), by Lemma 19, (x−λ−1p1(y), y) ∈ StabB(X,Y ).
Hence φ1 := (λx + p(y)− p1(y), λ

−1y) ∈ StabB(X,Y ) and φk
1 = 1. Now, the map-

ping (λ, λ−1) 7→ φ1 splits (61). Hence StabB(X,Y ) = Zk ⋉Gy(X,Y ), where Zk is
generated by φ1. This is case (C). �



40 YURI BEREST, ALIMJON ESHMATOV, AND FARKHOD ESHMATOV

We are now ready to prove Theorem 4 from the Introduction.

Proof of Theorem 4. By Theorem 19, any Borel subgroup of Gn has the form Bg :=
g−1B g ∩ Gn, while Bg = g−1[StabB (X,Y )] g , where (X,Y ) = g · (X0, Y0) ∈ Cn.
Now, by classification of Proposition 12, the group StabB(X,Y ) is connected if and
only if the corresponding B-orbit is of type (A) or type (B). Indeed, in case (A),
we have StabB(X,Y ) = Gy(X,Y ). Hence, by Lemma 19, StabB(X,Y ) is path
connected and therefore connected. Note also that StabB(X,Y ) is abelian, since
so is Gy(X,Y ).

In case (B), we may assume that StabB(X,Y ) = T ⋉ Gy(X,Y ). Then any
element of StabB(X,Y ) can be written in the form b = (ax + q(y), a−1y), where
q(y) ∈ C[y]. By Lemma 19, if b ∈ StabB(X,Y ) then bt := (ax + t q(y), a−1y) ∈
StabB(X,Y ) for all t ∈ C, hence we can join b = b1 to b0 = (ax, a−1y) ∈ T within
StabB(X,Y ). It follows that StabB(X,Y ) is connected since so is T . Note that in
this case, StabB(X,Y ) is a solvable but non-abelian subgroup of G.

In case (C), the group StabB(X,Y ) is obviously disconnected. Hence the corre-
sponding Bg cannot be a Borel subgroup of Gn. �

6.5. Conjugacy classes of non-abelian Borel subgroups. Following [W], we
denote the T -fixed points of Cn by (Xµ, Yµ), where µ = (n1, n2, . . . , nk) is a partition
of n with n1 ≤ n2 ≤ . . . ≤ nk. We consider the B-orbits of these points in Cn as
vertices of the graph Γn defined in Section 4.2. For a fixed collection of elements
gµ ∈ G such that gµ(X0, Y0) = (Xµ, Yµ), we define the subgroups Bµ ⊂ Gn by

(62) Bµ := g−1
µ B gµ ∩ Gn .

These are B-vertex groups attached to the B-orbits B(Xµ, Yµ) in Γn. Geometri-
cally, Bµ are the conjugates of subgroups of B fixing the points (Xµ, Yµ) in Cn.
More explicitly Bµ = g−1

µ B(µ) gµ, where B(µ) := StabB (Xµ, Yµ) .
As an immediate consequence of Theorem 4, we have

Corollary 10. Bµ is a Borel subgroup of Gn.

Next, we prove

Theorem 21. Any non-abelian Borel subgroup of Gn is conjugate to some Bµ.

Proof. Suppose H is a non-abelian Borel subgroup of Gn. By Theorem 19, any
Borel group is equal to H = Bg for some g ∈ G. Then, by Theorem 4, H is Borel if
either (A) T acts freely on corresponding B-orbit or (B) T has a fixed point on the
corresponding B-orbit. In the first case, H must be abelian, which contradicts our
assumption. In the second case, H is conjugate to T ⋉Gy(X,Y ) , where (X,Y ) is
a nilpotent point. Hence H is conjugate to Bµ for some µ. �

Lemma 20. Bµ contains no proper subgroup of finite index.

Proof. Similar to the proof of Lemma 14. �

Now we are ready to prove Steinberg’s Theorem in full generality.

Proof of Theorem 6. (⇒) Let H be a Borel subgroup of Gn. Then, by Theorem
21, H is conjugate to Bµ. Hence, by Proposition 11(c) and Lemma 20, H satisfies
properties (B1) and (B2) respectively.

(⇐) Let H be a subgroup of Gn satisfying (B1) and (B2). By Theorem 16,
it is then either of type I or type III. By Proposition 9, it cannot be of type III.
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Therefore, it is conjugate to either a subgroup of A or a subgroup of B. Suppose
that it is conjugate to a subgroup of A. The image of g−1Hg → A → SL2(C) is
then a solvable subgroup of SL2(C). We denote this group by S. By Theorem 17,
S has a finite index normal subgroup T , which is a subgroup of upper triangular
matrices in SL2(C). By Lemma 13(b), the group S, being a homomorphic image
of H , contains no proper subgroup of finite index. Thus S = T and H is conjugate
to a subgroup of upper triangular matrices: U0 = U ∩ SL2(C) ⊆ U . In particular,
there is g ∈ G such that H ⊆ g−1 U g ∩ Gn which is always a proper subgroup of
g−1B g ∩ Gn. This contradicts property (B1). Hence H can only be conjugate to
a subgroup of B. Thus H ≤ g−1 B g ∩ Gn for some g ∈ G. Since H is maximal
solvable, we have H = g−1 B g∩Gn, thus H = g−1 StabB(X,Y ) g. Since H is non-
abelian, by Proposition 12, the group StabB(X,Y ) is either (1) T ⋉Gy(X,Y ) or (2)
Zk⋉Gy(X,Y ). By assumption (B2), H does not contain a subgroup of finite index,
hence (2) is impossible. Therefore we must have StabB(X,Y ) = T ⋉Gy(X,Y ) and
hence H is conjugate to some Bµ. �

We will prove that the subgroups Bµ are pairwise non-conjugate in Gn. We
begin with the following lemma, the proof of which is essentially contained in [W].
For reader’s convenience, we provide full details.

Lemma 21. The nilpotent points (Xµ, Yµ) in Cn belong to distinct B-orbits.

Proof. Consider the subgroup B0 consisting of the automorphisms (x+p(y), y) ∈ G
with p(0) = 0. It is easy to see that any two nilpotent points are in the same
B-orbit iff they are in the same B0-orbit. Indeed, T fixes each of the nilpotent
points, hence does not contribute to the B-orbit. On the other hand, applying
an automorphism with nonzero constant terms to a nilpotent point moves it to a
point with a nonzero trace, which is not nilpotent. Therefore we will only consider
orbits of B0. By [W, Proposition 6.11], the points (Xµ, Yµ) are exactly the centers
of distinct n-dimensional cells in Cn which have pairwise empty intersection. Now,
if we show that these cells contain the B0-orbits of (Xµ, Yµ), the result will follow.
We start by looking at the simplest case the point corresponding with partition:
µ = µ(n, r) where µ(n, r) = (1, . . . , 1, n− r + 1). In this case (Xµ, Yµ) is given by

Xµ =



















0 0 0 . . . 0

a1 0 0 . . . 0

0 a2 0
. . .

...
...

...
. . .

. . . 0
0 0 . . . an−1 0



















, Yµ =



















0 1 0 . . . 0

0 0 1 . . . 0

0 0 0
. . .

...
...

...
. . .

. . . 1
0 0 . . . 0 0



















where (a1, . . . , an−1) = (1, 2, . . . , r − 1; −(n − r), . . . ,−2,−1). Then, the B0-

orbit of (Xµ, Yµ) consists of the points (X,Yµ), where X = Xµ +
∑n−1

k=1 X
(k) with

matrices X(k) having nonzero terms only on the k-th diagonal. Applying a trans-
formation Qt, which is essentially a scaling transformation followed by conjugation
by diag(1, t, . . . , tn−1) (see [W, (6.5)]), we obtain

(63) Qt(X,Yµ) = (Xµ +
n−1
∑

k=1

t−k−1X(k), Yµ)

As t → ∞, we see that Qt(X,Yµ) → (Xµ, Yµ), hence (X,Yµ) is still in a cell with
the center (Xµ, Yµ).
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More generally, consider the partition µ = µ(n1, r1, . . . nk, rk) which corresponds
to the Young diagram with one-hook partitions (1, . . . , 1, ni − ri + 1) placed inside
each other; such that neither the arm nor the leg of any hook is allowed to poke
out beyond the preceding one. In this case, Yµ = ⊕k

i=1J(ni) as a sum of several
nilpotent Jordan blocks of dimensions nk; and Xµ is a block matrix consisting of
the diagonal blocks Xii = X(1,...,1,ni−ri+1) described as in the previous paragraph
and certain (unique) matrices Xij with non-zero entries only on the (rj − ri − 1)-

th diagonal. The B0-orbit of (Xµ, Yµ) then consists of the points (X̃, Yµ), where

X̃ij = Xij for i 6= j and X̃ii = Xii +
∑ni−1

k=1 X(i,k) is the sum of matrices X(i,k)

with only nonzero terms on the kth diagonal of the corresponding block matrix.
Once again, looking at Qt(X̃, Yµ) one can easily show that the diagonal blocks X̃ii

flow to Xii as t→∞. On the other hand, the only non-zero diagonal of X̃ij is the
(rj − ri − 1)-th diagonal, counting within the (i, j)-block; or, if we count diagonals

inside the big matrix X̃, it is the one with number qj − qi − 1, where

qi := n1 + . . .+ ni−1 + ri .

Thus, the map Qt multiplies the non-zero diagonal of X̃ij by tqi−qj . If we now
conjugate by the block-scalar matrix ⊕ t−qiIni

, then the (i, j)-block gets multiplies

by tqj−qi , so we get Xij . Thus, summing up, we obtain that Qt(X̃, Yµ)→ (Xµ, Yµ)
as t→∞, hence the corresponding B0-orbit is in the cell. �

Theorem 22. The subgroups Bµ are pairwise non-conjugate in Gn, i.e. there is
no g ∈ Gn such that g−1Bµg = Bλ unless µ = λ.

Proof. This is a consequence of Lemma 16 (see (57)) and Lemma 21. �

Now, we can prove Theorem 5 and Corollary 1 stated in the Introduction.

Proof of Theorem 5. Combine Theorem 21 and Theorem 22. �

Proof of Corollary 1. Suppose that there exists an (abstract) group isomorphism
Gk
∼= Gn for some k and n. Then, by Theorem 6, it must induce a bijection

between the sets of conjugacy classes of non-abelian Borel subgroups in Gk and
Gn. By Theorem 5, these sets are finite sets consisting of p(k) and p(n) elements.
Hence p(k) = p(n) and therefore k = n. �

6.6. Adelic construction of Borel subgroups. We conclude this section by
giving an explicit description of the special subgroups B(µ). To this end we will

use an infinite-dimensional adelic Grassmannian Grad introduced in [W1]. We recall

that Grad is the space parametrizing all primary decomposable subspaces of C[z]
modulo rational equivalence. To be precise, a subspace W ⊆ C[z] is called primary
decomposable if there is a finite collection of points {λ1, λ2, . . . , λN} ⊂ C such that

W =
⋂N

i=1 Wλi
, where Wλ is a λ-primary (i.e., containing a power of the maximal

ideal mλ) subspace of C[z]. Two such subspaces, say W and W ′, are (rationally)
equivalent if pW = qW ′ for some polynomials p and q. Every equivalence class
[W ] ∈ Grad contains a unique irreducible subspace, which is characterized by the
property that it is not contained in a proper ideal of C[z]. We may therefore identify

Grad with the set of irreducible primary decomposable subspaces in C[z].
Now, by [W] and [BW], there is a natural bijection β :

⊔

n≥0 Cn
∼
→ Grad , which

is equivariant under G. It is not easy to describe the action of the full group G on
Grad; however, for our purposes, it will suffice to know the action of its subgroup
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Gy, which is not difficult to describe. We will use the construction of the action of

Gy on Grad given in [BW] (where Gy is denoted by Γ).
Let H denote the space of entire analytic functions on C equipped with its usual

topology (uniform convergence on compact subsets). Given a subspace W ⊆ C[z]
we write W ⊆ H for its completion in H, and conversely, given a closed subspace
W ⊆ H we set Walg :=W ∩ C[z] . Then, for any q ∈ C[z], we define

eq ·W := (eq W )alg

The action of Gy under β transfers to Grad as follows (see [BW, Sect. 10]): if

W = β(X,Y ) ∈ Grad then

eq ·W = β(X + q′(Y ), Y ) , ∀ q ∈ C[z] .

Now, for any W ∈ Grad, put

AW := {q ∈ C[z] : qW ⊆W} .

Clearly AW is a commutative algebra, W being a finite module over AW . Ge-
ometrically, AW is the coordinate ring of a rational curve X = Spec(AW ) , on
which W defines a (maximal) rank 1 torsion-free coherent sheaf L. The inclusion
AW →֒ C[z] gives normalization π : A1 → X (which is set-theoretically a bi-

jective map). In this way, Grad parametrizes the isomorphism classes of triples
(π,X,L) (see [W1]).

Proposition 13. For any W ∈ Grad, StabGy
(W ) = {(x+q′(y), y) ∈ G : q ∈ AW }.

Proof. By [BW, Lemma 2.1] and the above discussion, the claim is equivalent to

AW = {q ∈ C[z] : eq W = W} .

The inclusion ‘⊂ ’ is easy: if q ∈ AW then qn W ⊂W for all n ∈ N, hence eq W ⊂W
and therefore eq W = W .

To prove the other inclusion it is convenient to use the ‘dual’ description of
Grad in terms of algebraic distributions (see [W1]). To this end assume that W
is supported on {λ1, λ2, . . . , λN} ⊂ C . Then, for each λi ∈ supp(W ) , there is a
finite-dimensional subspace W ∗

λi
of linear functionals on H supported at λi such

that9

W = {f ∈ C[z] : 〈ϕi, f〉 = 0 for all ϕi ∈ W ∗
λi

and for all i = 1, 2, . . . , N} .

By [BW, Lemma 2.1], we then also have

W = {f ∈ H : 〈ϕi, f〉 = 0 for all ϕi ∈ W ∗
λi

and for all i = 1, 2, . . . , N} .

Now, suppose that eq W = W for some q ∈ C[z]. Then etq W = W for all t ∈ C.
Indeed, for fixed ϕi ∈ W ∗

λi
and f ∈W , the function P (t) := 〈ϕi, e

tqf〉 is obviously

a quasi-polynomial in t of the form P (t) = p(t) eq(λi)t, where p(t) ∈ C[t]. Since
eq W = W implies ekq W = W for all k ∈ Z, we have P (k) = 0 and hence p(k) = 0
for all k ∈ Z. This implies P (t) ≡ 0. In particular, we have P ′(0) = 〈ϕi, qf〉 = 0.
Since this equality holds for all ϕ ∈ W ∗

λi
, for all i and for all f ∈ W , we conclude

qW ⊆W . Thus q ∈ AW . �

9Note that the elements of W ∗

λi
can be written as ϕi =

∑
k cik δ(k)(z−λi) , where δ(k)(z−λi)

are the derivatives of the δ-function with support at λi.
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Now, let (Xµ, Yµ) be the T -fixed point of Cn corresponding to a partition µ =
{n1 ≤ n2 ≤ . . . ≤ nk}. Then, the corresponding (irreducible) primary decompos-

able subspace of Grad is given by

Wµ = span{1, xr1 , xr2 , xr3 , . . .} ,

where ri = i + nk − nk−i (with convention nj = 0 for j < 0). Write Rµ := {r0 =
1, r1, r2, . . .} for the set of exponents of monomials occurring in Wµ, and denote
by Sµ := {k ∈ N : k + Rµ ⊂ Rµ} the subsemigroup of N preserving Rµ. Then
AWµ

= span{xs : s ∈ Sµ}, and as a consequence of Proposition 13, we get

Corollary 11. For any partition µ, B(µ) = T ⋉Gµ,y , where Gµ,y is the subgroup
of Gy generated by the transformations {(x+ λys−1, y) : s ∈ Sµ , λ ∈ C} .

To illustrate Corollary 11, we list below all special Borel subgroups of Gn for
n = 1, 2, 3, 4 .

6.6.1. Examples. For n = 1, there is only one T -fixed point (0, 0) ∈ C1 and the
corresponding Borel subgroup is

B(1) = T ⋉ {Ψcyk | c ∈ C, k ≥ 1} = {(ax+ cyk, a−1y) | a ∈ C∗, c ∈ C, k ≥ 1} .

For n = 2, the fixed points are (X(2), Y(2)) and (X(1,1), Y(1,1)), where

X(2) :=

(

0 0
−1 0

)

, X(1,1) :=

(

0 0
1 0

)

, Y(2) = Y(1,1) :=

(

0 1
0 0

)

.

The corresponding Borel subgroups are given by

B(2) = T ⋉ {Ψcyk | c ∈ C, k ≥ 2} ,

B(1,1) = T ⋉ {Φcxk | c ∈ C, k ≥ 2}

For n = 3, the fixed points are

X(3) =





0 0 0
−2 0 0
0 −1 0



 , X(1,1,1) =





0 0 0
1 0 0
0 2 0



 , X(1,2) =





0 0 0
1 0 0
0 −1 0





and

Y(3) = Y(1,1,1) = Y(1,2) =





0 1 0
0 0 1
0 0 0





The corresponding Borel subgroups are given by

B(3) = T ⋉ {Ψcyk | c ∈ C, k ≥ 3} ,

B(1,1,1) = T ⋉ {Φcxk | c ∈ C, k ≥ 3} ,

B(1,2) = Ψ−y2 Φ
− x2

2

Ψ−2y2 B(1, 2)Ψ2y2 Φ x2

2

Ψy2 ,

where

B(1, 2) := T ⋉ {Ψq(y) | q(y) ∈ Cy + y3C[y]}
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For n = 4, there are five fixed points:

X(4) =









0 0 0 0
−3 0 0 0
0 −2 0 0
0 0 −1 0









, X(1,3) =









0 0 0 0
1 0 0 0
0 −2 0 0
0 0 −1 0









, X(1,1,2) =









0 0 0 0
1 0 0 0
0 2 0 0
0 0 −1 0









X(2,2) =









0 0 0 0
1 0 0 0
0 −1 0 1
−3 0 0 0









, X(1,1,1,1) =









0 0 0 0
1 0 0 0
0 2 0 0
0 0 3 0









Y(2,2) =









0 1 0 0
0 0 1 0
0 0 0 0
0 0 0 0









, Yµ =









0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0









,

where µ = {(4), (1, 3), (1, 1, 2), (1, 1, 1, 1)}. The corresponding Borel subgroups are

B(4) = B(4) , B(1,3) = Ψ−y3 Φ x3

6

Ψ−3y3 B(1, 3)Ψ3y3 Φ
− x3

6

Ψy3 ,

B(1,1,2) = Ψ−y3 Φ x3

3

Ψ3y3 B(1, 1, 2)Ψ−3y3 Φ
− x3

3

Ψy3

B(1,1,1,1) = Ψ−y3 Φ x3

2

Ψ−y3 B(1, 1, 1, 1)Ψy3 Φ
− x3

2

Ψy3

B(2,2) = Ψ−y2 Φ−x2

4

Ψ−2y2 B(2, 2)Ψ2y2 Φ x2

4

Ψy2 ,

where

B(4) = T ⋉ {Ψq(y) | q(y) ∈ y4C[y]} ,

B(1, 3) = T ⋉ {Ψq(y) | q(y) ∈ Cy2 + y4C[y]} ,

B(1, 1, 2) = T ⋉ {Ψq(y) | q(y) ∈ Cy2 + y4C[y]} ,

B(1, 1, 1, 1) = T ⋉ {Ψq(y) | q(y) ∈ y4C[y]} ,

B(2, 2) = T ⋉ {Ψq(y) | q(y) ∈ y3C[y]} .
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